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Abstract— In this paper, we investigate the problem of highly
available, massive-scale file distribution in the Internet To this
end, we conduct a large-scale measurement study of BitTorn,

a popular class of systems that use swarms of actively down-

loading peers to assist each other in file distribution. The fst
generation of BitTorrent systems used a centratracker to enable
coordination among peers, resulting in low availability due to the
tracker’s single point of failure.

Our study analyzes the prevalence and impact of two recent
trends to improve BitTorrent availability: ( i) use of multiple
trackers, and (i) use of Distributed Hash Tables (DHTSs), both of
which also help to balance load better. The study measured ev
20,000 torrents spanning 1,400 trackers and 24,000 DHT node
over a period of several months. We find that both trends impreoe
availability, but for different and somewhat unexpected reasons.
Our findings include: (i) multiple trackers improve availability,
but the improvement largely comes from the choice of a single
highly available tracker, (ii) such improvement is reduced by
the presence of correlated failures, i{i) multiple trackers can
significantly reduce the connectivity of the overlay formedby
peers, {v) the DHT improves information availability, but induces
a higher response latency to peer queries.

I. INTRODUCTION

Peer-to-peer file distribution is rapidly displacing titéatial
client-server distribution in the Internet. By some estiesd1],
BitTorrent, a popular class of peer-to-peer file distribati
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prevalence of BitTorrent and recent proposals to adapoBitT
rent techniques for more general forms of packet delivety [3
including email attachments, software updates, and dgcuri
patches make tracker availability an important problenr. Fo
example, unavailability of security updates distributesing
BitTorrent can seriously impact the well-being of the |miet:

Two recent trends have emerged to tackle the problem of
tracker availability. The first one is the support for mukip
trackers to increase the likelihood of at least one availabl
tracker for a given file (introduced at the end of 2003).
The second one is the integration of Distributed Hash Tables
(DHTs) with BitTorrent clients that store information asso
the entire community of BitTorrent users (introduced in May
2005). Section V and VI describe in detail how these two
mechanisms work in practice.

Our study investigates availability of BitTorrent systems
in the light of these trends. Availability depends on selvera
factors such as the multi-tracker or the DHT infrastructure
(simply DHT in what follows), the amount of information
they store, patterns of tracker and network failures, amd th
amount of information shared across trackers and peers. We
guantitatively analyze the improvement in availabilityedio
the two mechanisms.

systems, constituted about 30% of Internet backbone trafficOur study considered more than 20,000 torrents specifying
in June 2004. BitTorrent uses active peers to assist eaehn otfore than 1,400 trackers and 24,000 DHT nodes over a period
in file distribution eliminating a single point of congestio Of several months. We find that multiple trackers as well as
the server. Thus, the capacity of BitTorrent systems irsgea DHT use improve availability, but for different and somewha
with the number of active peers enabling highly scalable fikhexpected reasons. Our major findings are as follows.
distribution. « Multiple trackers improve availability, but the improve-
Although BitTorrent eliminates a single point of congestio ment largely comes from a single highly available tracker.
as regards data traffic, it continues to have a single point ofs The potential improvement from multi-tracker is reduced
failure. The first generation of BitTorrent systems emptbye  due to the presence of correlated failures.
a centralizedtracker to enable coordination between peers. « The use of multiple trackers can significantly reduce the
The tracker maintains the set of active peers, also called th connectivity of BitTorrent overlay.
swarm interested in a specific file. A peer joins the swarm « DHT improves information availability, but induces a
by announcingitself to the tracker, which returns a small higher response latency.
random subset of peers from the swarm. Peers use this subset Tracker and DHT show complementary characteristic
to connect to other peers to obtain missing pieces of the file. features. Current trend of combining multiple trackers and
If the tracker fails or is unreachable, the system becomes DHT can provide high information availability with low
unavailable to new peers, so they can not obtain the file or information response latency.
contribute resources to the system. The rest of this paper is organized as follows. In Sec-
Measurement studies [2] confirm low tracker availabilityion Il we illustrate related works. After the descriptiohthe
experienced by users of BitTorrent systems today. The r@&ssneasurements sets in Section Ill, we show results about the



trackers availability in Section IV. The improvement darty much more difficult to predict. Besides these systems seem to
from the use of multiple trackers and of the DHT infrastruetu exhibit large-scale correlated failures (in contrast witQ]).
are respectively described in Sections V and VI. Our study confirms the presence of correlated failures among
different trackers. [12] points out some limitations of ngi
average temporal availability evaluated on long time pisio
There are now many measurement studies about BitTorramid across many peers. In particular they show that temporal
(BT) traffic and operation. However they mainly focus omffinity (i.e. similar temporal pattern of peer presenceha t
issues different from peer information availability: améu system, due for example to day-of-time effects) and diffeee
and characteristics of P2P traffic in the network [4], swarin the availability distribution for different peers carchease
evolution dynamics depending for example on peer arrivaystem global availability. They introduce a new metric to
pattern and average connection time [5], [6], global dowmharacterize system performance considering the number of
loading performance achievable by the peers [5], the Bpeers in the system at a given instant and evaluate it through
specific content sharing algorithms like the choke algarithtwo traces from Kazaa and Overnet networks. Although a
or the content pieces selection algorithm [7] in particidar similar analysis could also be interesting in our case, dis
regards their effectiveness in promoting cooperation[], of the scope of this paper (see also remarks in Section VII).
The work most similar to ours is [2]. The authors focus oflL3] is a measurement study of Napster and Gnutella networks
supr nova. or g, which at the time of the study was the mostrying to quantify content popularity and peers presence in
popular website advertising BT contentsupr nova. org the system. They also show a significant dependence of peer
was not just a website, but a complete architecture inctudiavailability on the time of the day. [14] looks at the availiyp
a mirroring system to balance user requests across multipfeKazaa peers mainly to investigate potential benefits fer fi
websites, servers to store torrent files, and human modsratharing coming from locality-awareness.
to eliminate faked contents. The measurements span from
June 2003 to March 2004, and the authors investigate the IIl. THE DATA SETS
availability of the architecture and also of the peers of a
specific content. Tracker availability appears to be a ficarit
problem: only half of the trackers they consider have
average uptime of 1.5 days or more. At the same time traCk‘ﬁ'i

IIl. RELATED WORKS

To share a file or group of files through BitTorrent, clients
first create atorrent file (or simply a torrent). A torrent
ntains meta information about the files to be shared in the
fo section and about the tracker which coordinates the file
stribution in theannouncesection. The content is identified

y theinfo-hashvalue, obtained by applying a hash function
to the info section of the torrent. A client performs a HTTP
request to the tracker specified in the announce section i
to receive a subset of peers. In this paper we refeigo th
request as an announce request. In order to support multiple
trackers and DHT two new optional sections have been added:

appear to be more available than HTML mirrors and torre
servers insupr nova. or g architecture. Our results sugges
that there is a significant non-stationary effect affectihiy
kind of measurements. Our study also addresses new feat
that were not considered during the measurement campajgn .
described in [2] (multi-tracker support was introducedicigir
the measurement period, DHT support only later).
Separate from the specific BT framework, there are SOMIE, Announce-lissection and th@odesone.

works about availability of distributed systems in the fntg In our study we considered about 20,000 torrents, found

[10], [11], [12], [13], [14]. In [10] the authors investigapeers mtainly through _torrentspy. com We developed a

a_lvallabll!ty through a measurement ca“mpalgn of the ?Vemsecript, which automatically downloads the RSS feed of this
file-sharing network [15]. They stress “aliasing errors”emh

! ) o site, and then downloads every new torrent file indicated in
IP addresses are considered as identifiers for the peers ﬁ]rédfeed In what follows we refer to the following sets

show that availability of each peer significantly dependshan )
measurement time interval (because peers join and leave theE11 @ Set of 4238 torrents advertised bywww.
system) and on time-of-day, but is roughly independent from torrent spy. comfrom May 15 to May 19, 2006.
the availability of other peers. Even if trackers shouldtable ~ SET2 © set of 17198 torrents advertised byww.
entities in the BitTorrent architecture we observed lifei torrentspy. comfrom May 20 to June 30, 2006.

effects in our availability measurements. In [11] thrededt#nt A these torrents specify more than 1,400 trackers and more
large distributed systems (PlanetLab, Domain Name Syst@qan 24,000 DHT nodes. Table | summarizes information
and a collection of over 100 web servers) are considered. Th§out trackers and nodes we can extract from the different
study identifies differences among temporal availabiMgan sets. Azureus is one of the most popular BT clients together
Time To Failure (MTTF), Mean Time To Repair (MTTR),with Bram Cohen’$ one, which is usually called thdainline
Time To Failure (TTF) and Time To Repair (TTR). TTFclient [16]. The Table also specifies the length of the mea-
is the expected time to failure, given that the system ha§rement period as regards trackers availability. Whild BE
already been in the working state for a specific tifie s smaller in terms of torrents and trackers, it has beerstiwe

They show that good availability does not necessarily implyated during a longer period of time. For this reason SET2 has
good MTTF and MTTR and while MTTF and MTTR can

be predicted with reasonable accuracy, TTF and TTR arésram Cohen is the creator of BitTorrent protocol.



set advertised | unique Trackers# Mainline Azureus Availability

torrents# | torrents#| total | HTTP | UDP | DHT nodes| DHT nodes Meas. Period
SET1 4238 4186 525 491 34 4646 21 May 26th-July 27th
SET2 17198 16900 1355 | 1283 72 21474 196 July 5th-July 28th
TABLE |
TORRENTSETS
10* e e o ‘ There are two different kind of trackers: those using HTTP

protocol for the communication with the client and thosengsi
UDP protocol. The second possibility has been introduced in
order to reduce the load on trackers [18]. As Table | shows,
HTTP trackers are much more common. Also we noted that
: most of the UDP trackers are associated to a HTTP tracker
(they have the same IP address).

The availability has been evaluated by probing periodjcall
10° ‘ ‘ the trackers (usually every 15 minutes). A single machine in
10 10 T,ackelf’;nking 10 10 UMass network has been performing the task, with at most
ten trackers being probed at the same time. We consider the
availability of the tracker as the fraction of the time it was
available over the total measurement time.

The way to probe the tracker in order to check if it is
working differs according to whether a tracker uses HTTP
or UDP. The availability of UDP trackers has been evaluated
by trying to establish atUDP handshakeas described in the
UDP tracker protocol specification [18]. Three UDP packets
have been sent consecutively and the tracker is considered
unavailable if these attempts fail. HTTP tracker avaiiapil

Torrents #

Fig. 1. Popularity of the Trackers in SET2
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2500 ‘ | has been evaluated by trying to open a TCP connection
to the address specified in the announce key. The tracker
390 ay 31-May 08-Jun 16-Jun 24-Jun 02-Jul 10-Jul 18-Jul 26-0ul is considered not available if three consecutive attempts t

open the connection fail (the time between two consecutive
attempts is equal to 100 seconds). This procedure can peoduc
Fig. 2. Number of live Trackers wrong results. For example some trackers are implemented as
modules of Apache web-servers and BitTorrent requests are
identified from the specific URL and forwarded to the tracker
been used to investigate characteristics at a given timarnt)s module. Our measurements suggest that this is quite common
while SET1 has been used to investigate performance acr@sse [17]). In such cases we would erroneously conclude that
time. In our study we also consideragw. bt j unki e. com the tracker is available if the tracker module is down, bt th
(the corresponding data sets are described in [17]). Alhouweb-server is working and accept incoming TCP connection.
this website declares to be the largest BT search engine, Wige problem is not easy to solve and we decided to rely on
were able to obtain fewer torrents through their RSS feen tha heuristic to identify such cases [17] . In such a way we
through the RSS feed afww. t orrent spy. com identified 16 web-servers where the BitTorrent module had
Figure 1 shows the distribution of the torrents across theen probably uninstalled.
different trackers for sets SET2 . The 20 most popular trecke \ve performed tracker availability measurements for two

manage more than 50% of all the torrents and the 10% moshnihs. We observed that for some trackers the availability
popular ones (about 120) manage more than 73% of thenends on the length of the measurement time interval (a
Similar results hold also for the other sets and also if W§mjjar effect was observed in [10] for the peers of the Oern
estimate the popularity of each tracker directly by quUeByin eqwork) and in particular decreases as the measurement tim
with an appositescraperequest [17]. interval increases. Our hypothesis is that probably thesdt
ersdied, i.e., they finally stop operating. Figure 2 quantifies
this non-stationary effect. It shows the evolution of thentuer
of live trackers during the two months. We assume that a
In this section we first consider the availability of tracketracker dies when it starts being unavailable until the ehd o
itself, without considering the specific contents they nggna the measurement period for at least two days. It appears that

IV. TRACKER RELIABILITY
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Fig. 3. Trackers and Torrents Availability Fig. 4. CDF of average up-time and down-time over two months

the number of live trackers decreases from 416 to 354 (ab@iility as the response variable and the number of torrents
15%) over 58 days, from May 27 to July 24. From the dai@erived from SET1) as explanatory variable. The estiméte o
we can roughly estimate that the tracker lifetime is aboult 39he slope is3 = —2.9% 10~* (i.e. there would be a reduction

days. of about 3% in the availability every 100 torrents) with a
Figure 3 shows the Cumulative Distribution Function (CDFy9o4 confidence interval equal fe-5.4 % 107%,0.3 % 10~4]
of the availability of SET2 trackers over a 21 days perioflng the correlation coefficient is quite small, 0.0216. This
(curve labelled “Trackers Availability”) starting from QU gnalysis does not suggest a dependence between the two
Sth. The curve is similar for different periods and differenyariaples. We performed also the linear regression corisigle
sets, only the number of unavailable trackers changes quf@ number of torrents each tracker declares as answer to a
significantly depending on the measurement period (frog&rape request [17]. The conclusion is the same.
20% to 30%). We are more interested into characterizing theFinaIIy Figure 4 shows the CDF of the average uptime and
availability of information for the peers in a given swarmgowntime evaluated for all the trackers in SET1 and consid-
We briefly refer to this concept a®rrent availability. For gring only the trackers alive at the end of the measurement
single tracker torrents, torrent availability coincideghathe period (from May 26th to July 19th). If we consider all the
availability of the tracker specified in the torrent (seet®®cV  rackers then only 45% of the trackers appear to have an
for multi-tracker case). If trackers were equally représeén ayerage uptime smaller than 1.5 days. This is similar to what
across the torrents, torrent availability would reflectcker opserved in [2], but we note that if we restrict to live trackers
availability, but we have shown in Figures 1 that trackghe average availability increases significantly and al60%6
popularity is skewed. This effect is clearly shown by thgf the trackers show an average uptime longer than 1.5 days.
CDF of torrent availability in Figure 3 (curve labelled “Sile  ag regards the distribution of the downtime itself, 25% of
Tracker Torrent Availability’j. We note a 25% jump in the the downtimes last more than half an hour, 20% more than 1
CDF, it corresponds towwv. t hepi r at ebay. or g tracker hoyr and 10% more than 2 hours. This suggests that tracker

(t racker .pra.t 0), Fhe most popular tracker in Figure L.unavailability is often due to software or machine crasheat
The availability of this tracker changed a lot during oufhan to temporary network problefns

measurement campaign, from 0.5% during May 26-June 9 to
47% for the period which the figure refers to. If we filter out
th|s tracker, the ava|.lab|ll|'ty at the swarm level a'ppearheo Multi-Tracker feature allows two or more trackers to take
higher than the availability of the trackers, mainly be@us s
; ; care of the same content [21]. In addition to the mandatory

many of the always unavailable trackers (correspondingéo t o ' . e

e . . announce section in the torrent file, which specifies thekac
30% initial jump in the blue curve) are not used for singl

. eURL, a new section, announce-list, has been introduced. It
tracker torrents, but are always coupled with other trasker . . : : :
) . . A contains a list of lists of tracker URLs. Trackers in the séiste
multi-tracker torrents. Finally the third curve in Figureeders

to multi-tracker torrents, which we are going to addresia thave Ioad-balanqng purpose: a peer randomly chooses one of
. . them and sends it an announce request. All the trackers in the
following section.

In order to investigate if there is a relation between track&ome list exchange information about the peers they know. Th

availability and the number of torrents the tracker is mamgg %n‘rerent lists of trackers are intended for backup purpase

; . . Jeer tries to contact a tracker in the first list, if all the aance
we performed a linear regression on the data with the avdjl- . . . S
requests to trackers in the first list fail, it tries to contac

V. MULTI-TRACKER FEATURE

2Under the assumption of exponential independent lifetjntles lifetime
can be estimated as the inverse of the average tracker deatif2/(416 4The authors do not address the issue of dead trackers.
58) ~ 2.6 * 10~ per day) 5The measurement study in [19] shows that only 10% of the pithrés
3The CDF of torrent availabilityveightsthe availability of each tracker in last more than 15 minutes, and only 5% more than half an hche. dider
the set with its number of presences in the torrents. study from Paxson [20] shows even shorter durations.



tracker in the second list and so on. On the next announce, 780
repeats the procedure in the same order. Trackers in differe 760k 1
lists do not share information. There are two common ways ‘
to use multi-tracker feature: only for backup purpose when
the announce-list contains lists with a single tracker, amlg
for load balancing purpose when the announce-list contins
single list with many trackers. In our sets about 35% of the
torrents specify multiple trackers, among which 60% are for
backup, 25% for load balancing and 15% for both backup anc I
load balancing. 0 0530l 07-Jul 09-Jul 11-Jul 13-Jul 15-Jul 17-Jul 19-Jul 21-Jul 23-Jul
Multi-tracker feature is clearly intended to improve the
availability of the information about the peers in the swarm
In what follows we are going to quantify this improvement.

~
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Fig. 5. Number of Available Trackers Time Plot
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A. Correlation among different trackers Tl

In order to quantify the benefit of multi-tracker we first need 25l
to check if availabilities of different trackers can be cioesed
independent. From our measurements it appears that teacker 2r
availabilities are more correlated than one could expect. ‘051_5

This result is similar to the conclusion in [11] for Planétla g
machines and webservers, and opposite to the results in [11] 1 ]
for Overnet peers. In [11] the authors simply show that the O'SW W
number of near-simultaneous failures does not seem toafollo
a geometric distributidh nor a beta-binomial distribution - =] 0 1 >
which should be more suited to account for correlated fadur Frequency (days™)

In [10] the authors consider for all the host pairs (A,B)
the difference between the a priori probability that host A
is available and the same probability given that host B is
available. They observe that the difference is between @2 a

-0.2 for 80% of all the host pairs and conclude that there iswe think that this correlation can be due to a daily pattern in
significant independence, even if there is an evident diurigacker availability. This can be a consequence of usentieha
pattern in single host availability. (churn) or of tracker failures that can be recovered onlymwhe
Our analysis is based on 4 weeks availability measuremefis user is present or of network failures [20]. Figure 5
for live trackers (trackers which were not completely unilava shows the total number of available SET2 trackers for three
able during the measurement period) in SET1 and is mafgeks in July 2006 with a 10 minutes resolution. The daily
accurate from the statistical pOint of view. For all the ksac pattern is confirmed by Figure 6, where the Spectra| density7

pairs’ we considered the contingency table and performedegaluated with the unmodified periodogram method, exhibits
G-test. We tested the null hypotheSiS that availabilitiés 2} peak Corresponding to a 1_day per|od|%|ty

different trackers are independent with a Type | risk eqoal t

5% and 1%. In order to use the G-test we had to discard 653 Availability Improvement

of the pairs. The test supported statistical dependenc&Ofir The presence of multiple trackers in the torrent clearly

of the pairs and 30% of the pairs respectively with the 5% amacreases peers information availability for the swarmalose

1% Type | risks.We performed also an approximate Fisher téists sufficient that at least one of the trackers is available

which overcomes some limitations of the G-test and so alldiailures at different trackers were independent we courtthli

us to consider a larger set of pairs (86%). The results of thealuate the unavailability of a group of trackers as the&pco

G-test are confirmed also on this larger set [17]. of the unavailabilities of each tracker. This assumptionds
One simple cause of correlation is that trackers could kerroborated by the data in the previous section, so we lave t

hosted in the same machine. Among the 406 trackers considnsider for each tracker its availability temporal se@qgsand

ered, there where 26 groups collecting 73 trackers haviag tihnen check if at a given time instant there is at least a tracke

same IP. For all these pairs (except two) the G-test refused available. We call this method to evaluate the availabiitya

independence assumption, but they represent less thandd.2%roup of trackettime-aware

the total number of pairs considered, hence this justifidg on The CDF of the time-aware availability for multi-tracker

Fig. 6. Power Spectral Density of the Number of Availableckeas

a minimum part of the correlation found by the tests. torrents is plotted in Figure 3. This picture shows a sigaific
6A limitation of their analysis is that they assume a uniquéufa 8The other peak corresponds to the total measurements schigigmainly
probability for all the machines. due to the average decrease of available trackers betwéed6ih and July

"We consider a tracker identified by IP address, protocol amtirumber.  18th shown in Figure 5.
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improvement coming from multi-tracker. We note that this Subswarm 1 Subswarm 3
improvement does not derive from the combination of many et e
trackers with low availability, but mainly from the presenc T TS

of a highly available one in the set of trackers. This claim
is supported by Figure 7. The figure shows the availability
improvement using all the trackers, in comparison to thé-ava
ability of the best tracker. For example if the most ava#abl
tracker has a 95% availability, and the presence of the other
trackers raises the availability up to 97%, the improvement

(gain) is equal to 2%. The availability has been evaluated Subswarm 2
both considering trackers availabilities independentsiieal
curve) and considering the availability temporal sequsrioe Fig. 9. Potential Neighbors Graph

all the trackers (solid curve). The figure suggests two main
remarks.First, if we consider the time-aware curve the gain

in comparison to the most available tracker is quite sma{he swarm. In reality things can be different due to peer
below 0.6% in 83% of the cases and below 2% in 95% of ey o) and departure, tracker failures, time intervalsaeen
case.Secongthe availability correctly evaluated CO”Sideri”Q:onsecutive tracker updates. Besides there are also some ba

the temporal sequence is smaller than that evaluated ungighiementations of torrent makers and BT clients, which can
independence assumption. This was also expected bec e a swarm to split into disjoint subsets [21]. This would

tracker availabilities mainly exhibit a positive corretait: 1o jearly harmful for content spreading. In what follows we
trackers tend to be available during the same time perlodsuse the termsubswarmto denote the subset of the swarm a
Figure 8 gives some more insight. The figure shows the o, manages, i.e., all the peers it knows about.

gain distribution across all the tracker groups specified in . . L .

. ) . In order to evaluate if the risk of disjoint subswarms is

the set. The gain has been normalized to the maximum _,. . : .

L ) realistic, we considered all the 568 multi-tracker torsent
possible improvement. For example in the above example the

normalized improvement is 0.4=(2/(100 — 95)). The figure M°SET2. On July 14th for each torrent we made _mL_JIt|pIe
N announce requests to each tracker in the announce-listier or

shows that two situations occur very often. For 30% of the . : T
; o . 10 discover the subswarm it was managing, i.e. the (IP, port)

groups (left part of the curve) there is no gain in comparisan

. . : 8ir of all the peers the tracker knew about. The whole pmces
to the most available tracker, as it was already underllng ok about 5 hours and collected more than 22,000 peers. Once
by Figure 7. At the same time for 27% of the groups (righ? ' P !

part of the curve) the presence of the other trackers rases Yve had the subswarms, we built a graph as fO.HOWS: each node
in the graph corresponds to a peer and a link between two

- 0 .
availability up t(.) 100%, but we know from Figure 7 that thenodes indicates that there is at least a subswarm that exlud
absolute value is small.

the corresponding peers. Note that if two peers (say P1 and
C. Problems related to multitracker: swarm splitting P2) belong to the same subswarm then they could be neighbors

When the announce-list specifies a group of trackers f'nr BitTorrent overlay, this occurs when the tracker manggin

. e subswarm includes P1 (P2) in the response to an announce
load balancing, all the trackers should know all the peers In . .
. request from P2 (P1). For this reason we refer to this graph as
the swarm. When the group of trackers is for backup, at a . : . R ]
. . potential neighbors graphAn example is shown in Figure 9:
given time only one tracker should know all the peers i ) : :
ere are three partially overlapping subswarms with pégers

‘Differently from Figure 7 two torrents which specify the samgroup of 5 and6 included in more than one subswarm. Clearly if the
trackers are considered as one. graph has more than one component then the subswarms are



disjoint. Only 17 torrents (about 3%) exhibited this prahle
16 had two components, 1 three. The peer communities wer
quite small ranging from 3 to 24 peers. In such cases if ¢

1

0.9
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—All
= = =Backup
== Load balancing
Load balancing & Backup

piece of content was available only at a single peer, it coulc
be propagated only inside the subswarm the peer belongs 1 |
(as far as the graph does not change). o4
Even when the graph is completely connected, we car 03
guantify subswarm overlap and then the possibility to sprea 7
the content across the community. In particular we coneitler 0.11
two other performance metrics evaluated on graphs (belsée t %
number of connected components). One performance metric
is the connectivity degree: the number of links in the graph
divided by the maximum number of links, i.e. the humber of
links of a fully meshed graph. For example the connectivity
of the graph in Figure 9 i8.5, because there afe links out 1
of 36 possible links in @9 nodes graph. This metric refers
to the graph in its entirety. The other metric quantifies how
much connected is the worst connected subswarm. We ada
the idea of graph conductance and we define the conductant y
of a non-empty subswarn$ (gs) as the number of links
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Fig. 10. Connectivity Cumulative Distribution Function
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connecting nodes of the subswarig) with nodes outside 03t -

(Nge), normalized by the producVs Ng., i.e. the maximum 0.2r

number of links. WhenNg. is equal to0, we consider R e e il i

gs = 119 Then we define the conductance of the community % o1 o0z 03 04 05 06 07 08 09 1

as the minimum value ofis among all the subswarms. For

example the conductances of the three subswarms in Figure 9 ) . )
Fig. 11. Conductance Cumulative Distribution Function

aregs, =2/(4%5), gs, =9/(3*%6) andgs, = 2/(5x4) and
the community conductance (s1.

Figures 10 and 11 show respectively the CDFs for t
connectivity and the conductance. In each figure there ar
curves, one considers all the multi-tracker torrents, ters We said that all the BT clients could form a single DHT,

refer to backup torrents, load-balancing ones and torrients but in reality there are currently two different incompégib

both the purposes. As was expected the performance are Vlﬁ%lementations (both based on the Kademlia model [22]):
Mainline one, and the Azureus one. Except Azureus all the

good for pure load balancing. In fact in this case tracke{ﬁe
perifodically commtt)migatde fWitE eiCh other thﬁir ?ubsvlvarlr(ng her clients are compliant with Mainline DHT specificaton
Performance can be bad for backup, especially if we loo -

the conductance in Figure 11. It appears that 27% of the worés r measurement study focuses on the Mainline DHT.
connected subswarms have a conductance smaller than @.54 Brief Overview of DHT Operation
which indicates that on the average nodes in the subswarm can
at most discover half of the nodes outside the subswarm. Da‘ hen a user creates a new torrent, the program usually

in [17] show that connectivity and conductance are postjtivea ows him to msgrt Some D_HT nodes. The. DHT nodes can
correlated. be manually specified or are just randomly picked up from the

set of “good” (highly available) DHT nodes from the routing
V] table of the clierit: . These DHT nodes act as bootstrap nodes,
' in fact they are used in order to initialize the client rogtin
The latest versions of the most popular clients (Azureugple. The routing table is updated from time to time acouydi
Mainline, BitComet, yTorrent, BitLord and BitSpirit [16]) g the protocol description in [23]. There are also other svay
implement the functionalities of a DHT node, so that all geeriq giscover DHT bootstrap nodes to initialize the routinigjéa
independently from the content they are interested inffoe  For example if a peer is already in a swarm and is connected
the swarm they are in) can form a single DHT infrastructurgy another peer, they can exchange DHT related information.
The purpose of the DHT is to store the information needed |, order to download the content, the BitTorrent client can
to contact peers interested in a specific content. Accordiggy,q requests to the set of DHT nodes in its routing table

to the common DHT language theey is the info-hash of ¢|gsest? to the infohash. The contacted nodes will reply with
the torrent, while thevalueis the contact information (e.g.

the IP and the port of a peer client). Theoretically the DHT 1tgach BitTorrent client is at the same time a peer and a DHT .node

12Kademlia DHT uses the XOR metric to compare keys and DHT nodes
identifiers.

rl:efmld completely replace the tracker, permitting the ofi@na
%Atrackerlesstorrents.

DISTRIBUTED HASH TABLES

10Note thatgg is always less than or equal to one.
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Fig. 12. The cumulative distribution of the number of DHT medever Fig. 13. Comparison between DHT and Tracker. The cumulaisgibution
explored before finding the first valid peer in a swarm. of the time needed to find the first valid peer in a swarm.

the contact information of peers interested in the contiént,
they know any, or with the contact information of the DHT
nodes in their own routing table closest to the infohash. The
timeout for a request i80 seconds in a Mainline client.

Table | shows the number of DHT nodes we found in
the torrents of our data sets. The higher number of Mainline

DHT peers #
N
o

nodes is mainly due to BitComet torrent-maker, which adds 10} =
by default 10 nodes to each torrent. 5 =
B. Information availability through the DHT % s 75 10 125 10 15 200 225 250

Tracker peers #

S.Imllarly to What we did for trackers, we have been meiaflg. 14. Number of Peers obtained by the DHT in 20 minutes vebir
suring the availability of DHT nodes. The DHT protocol [23)f Peers obtained by one query to the Trackers
implements a specific request, callBdHT ping in order to
check if a DHT node is available, so we resort to DHT pings.
We considered a node unavailable when it did not answergeconds and84 DHT nodes were explored. There is a strong
three DHT pings sent consecutively. Due to space consstairtorrelation between the number of DHT nodes explored and
we do not show any plot [17]. We simply mention that 709%he time elapsed in order to find a peer [17] .
of the nodes were always unavailable, while the others showFor comparison, we also investigated the time needed to
an availability nearly uniformly distributed between 0%danfind the first valid peer by just contacting trackers in the sam
100%. The availability of the bootstrap nodes clearly inflcee  data set We put an upper limit 800 seconds for contacting
the speed of the query process. a tracker. That is, our client stops announcing to the tnacke

In order to investigate the effectiveness of DHT networksfter 300 seconds, even if the tracker does not answer. Our
we customized a Mainline client and conducted experimergsperiment started 21:33 on July 24, 2006, and finished at
on a set o0f2569 torrents, those of SET2 with DHT nodes22:54 on July 27, 2006. The CDF of the time needed to find
For each torrent, we first erase the routing table and all thepeer for both trackers and DHT is plotted in Figure 13. As
files that keep the information related to contents pre\jousexpected, usually tracker can respond with valid peergifast
downloaded. Namely, the client starts with a clean state ftiran DHT, in less than one second. However, note that about
each torrent. Then we let the client start contacting the DHBD% of trackers do not respond at all with#00 seconds. On
nodes in the torrent file and trying to recover informationuatb the contrary in these experiments our client was always able
peers. In the meantime, all the nodes in the routing table deeget peers from the DHT in less than0 seconds. However,
logged (recall that the routing table is updated frequéntlife we need to be cautious because our tracker experiment was
measurement stops when the client gets the first valid pekr monducted one day later after we finished DHT experiments.
the next torrent is considered. Our experiment started 45520 Finally we compare the number of peers that can be
on July 22, 2006, and it took about 34 hours to finish. obtained by the tracker (or the trackers) specified in theetar

Figures 12 and 13 respectively show the CDF of the numbemd by the DHT (using the DHT nodes in the torrent as
of DHT nodes ever explored and of the time elapsed befdpeotstrap nodes). It is difficult to define the framework for a
finding the first valid peer. We see that DHT is pretty effeetivfair comparison between DHT and trackers, we need to choose
because for abo@3% of the torrents a peer can be found byhe time to collect the peers through the DHT, the number
our client by exploring less thab0) DHT nodes and in less of queries to the tracker/trackers and the time between two
than 88 seconds. In the worst case the time needed WWés consecutive queries (if more than one). We considered the



number of peers harvested through the DHT in a 20 minuts8UR projects Famous and Mimosa and by NSF under
time interval and the number of peers achieved throughgsant awards ANI-0085848, CNS-0519998, CNS-0519922,
single query to the trackers Figure 14 shows the resultsand EIA-0080119. Any opinions, findings, and conclusions or
of our experiments for 117 torrents. The DHT was able t@commendations expressed in this material are those of the

provide some peers in 16 out of 17 cases where trackensthors and do not necessarily reflect the views of the Nalion
were unreachable. Nevertheless when trackers are awile®tience Foundation.

they usually provide more peers (only in 22 cases the DHT
outperformed an available tracker). From the figure it appea
also that there is a strong correlation between the number
peers achievable in the two ways.

The conclusion of these two experiments is that trackers in
general provide more information and faster, but the DHT cah
significantly increase the availability of the whole system

(4]
VIlI. CONCLUSIONS ANDFUTURE RESEARCH

From a distributed systems perspective, BitTorrent is a-comns]
plex system using three different forms of failure robuste
a primary-backup (the tracker) as well as a structured peer-
to-peer overlay for the control plane (the Kademlia DHTIe]
infrastructure) and an unstructured peer-to-peer ovdoathe
data distribution plane. Our measurement study is a firgt ste;
towards understanding the interaction of diverse fau#rtnce
and scalability paradigms to provide a single massiveescal®l
distributed service. In particular we have analyzed the/gre
lence and impact of the use of multiple trackers and DHT a®]
regards the availability of information about the peerseTh
main conclusion of our study from the system design point ﬁfO]
view is that trackers and DHT should be both considered in
order to architect highly available BitTorrent systems.

A distinguishing feature of our study in comparison 5!
previous works is the focus on the information availability
rather than on the peers itself. At the same time one of jts
limitations is that we do not check whether this informatiohlz]
is updated (e.g. if the peers provided by trackers and DHT
are effectively online), and the effect of lack of infornuati [13]
or bad information on the spreading of the content (e.g. in
the case of multiple trackers how low conductance slovsi
down file diffusion). Also, it could have been interesting to
weight the information availability with the number of pser
interested into this information (as in [12]). We reputesthe [15]
issues meaningful and we deserve them for future researéfl
We observe that if we would have collected the data nee
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