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Abstract—In [1]–[3], the concept of perfect location privacy
is defined and sufficient conditions for achieving it were ob-
tained when anonymization is used. In this paper, necessary
conditions for perfect privacy are obtained. Specifically, we
prove that the previous sufficient bounds are tight, and thus we
obtain the threshold for achieving perfect location privacy using
anonymization. First, we assume that a user’s current location is
independent from her past locations. Using this i.i.d model, we
show that if the adversary collects more than Ω(n

2
r−1 ) anonymous

observations, then the adversary can successfully recover the
users’ locations with high probability. Here, n is the number of
users in the network and r is the number of all possible locations
that users can go to. Next, we model users’ movements using
Markov chains to better model real-world movement patterns.
We show similar results if the adversary collects more than
Ω(n

2
|E |−r ) observations, where |E | is the number of edges in the

user’s Markov chain model.
Index Terms—Location Based Service (LBS), Location Privacy

Protecting Mechanism (LPPM), Mobile Networks, Information
Theoretic Privacy, Anonymization, Markov Chains.

I. INTRODUCTION

MOBILE devices, ranging from smart phones to con-
nected automobiles, offer a wide range of location-

based services (LBS) such as navigation, ride-sharing, dining
recommendations, and auto collision warnings. LBS applica-
tions are exploding in popularity, e.g., Uber, Google Maps,
Yelp, and connected vehicles serve tens to hundreds of millions
of users per day. However, these popular, important services
impose significant privacy threats to their users because they
require access to the location information of mobile devices.
Aggregated with other collected personal data, this information
allows adversaries to infer sensitive information that goes far
beyond user location: their habits, relationships, employments,
hobbies, etc. Such privacy compromises can be launched by
various types of adversaries: the LBS system may compro-
mise users’ privacy by selling private location information
to advertisers; malevolent staff of LBS systems can access
users’ information for fun or profit (as exemplified in a recent
Uber scandal [4], [5]); and cybercriminals may break into
the location database of an LBS system [6] or launch Sybil
attacks [7], [8].
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Because of the importance of privacy in LBS systems,
researchers have devised location privacy protection mecha-
nisms (LPPMs) [9]–[15]. Existing LPPMs are often tailored
to specific LBS systems and can be classified into two main
classes: identity perturbation LPPMs [12], [14], [15] (e.g.
through anonymization techniques), and location perturbation
LPPMs [9]–[13] (e.g. purposeful obfuscation by adding noise
to mobile users’ coordinates). Despite extensive previous stud-
ies on location privacy and LPPM mechanisms, the theoretical
foundations of location privacy have not been established.

In [1]–[3], users are characterized by the statistics of their
locations, and the adversary then tries to match traces to those
statistics to attempt identification. So anonymization technique
is used to apply identity perturbation, and then concept of
perfect location privacy is defined and sufficient conditions for
achieving it is discussed. More specifically, it was shown that
if the number of observations by the adversary is smaller than a
critical number, then all users have perfect location privacy. In
this paper, the converse result is proved for the same critical
value. That is, we prove that if the number of observations
by the adversary is larger than the critical value, then the
adversary can find an algorithm to successfully estimate the
location of users with arbitrary small error probability. Thus
essentially a fundamental threshold for location privacy is
established.

In the first step, we assume users’ movements are mod-
eled as independent and identically distributed (i.i.d) random
variables. That is, we assume their locations are independent
from their previous locations. In the next step, we assume
users’ movements are modeled by Markov chains to be more
realistic. For both models, we obtain the critical threshold for
location privacy.

II. RELATED WORK

A common approach used by identity perturbation LPPMs
is to obfuscate user identities within groups of users, an
approach known as k-anonymity [16], [17]. A second common
approach to identity perturbation LPPMs is to exchange users’
pseudonyms within areas called mix-zones [18], [19]. Freudi-
ger et al. show that combining techniques from cryptography
with mix-zones can result in higher levels of location pri-
vacy [14]. Game theoretic approaches [20], [21] and location



cryptography [22], [23] approaches have also been taken.
Several location perturbation LPPMs work by replacing each
user’s location information with a larger region, a technique
known as cloaking [24], [25].

Another direction to location perturbation is including
dummy locations in the set of possible locations of users [26],
[27].

Several anonymization works [13], [28] employ differential
privacy approaches. For instance, Ho et al. [29] propose a
differentially private location pattern mining algorithm us-
ing quadtree spatial decomposition. Dewri [30] combines k-
anonymity and differential privacy to improve location privacy.
In addition, several location perturbation LPPMs are based on
ideas from differential privacy [13], [31]–[34]. For instance,
Andres et al. hides the exact location of the user in a region by
adding Laplacian distributed noise to achieve a desired level
of geo-indistinguishability [34]. The focus of some works is
on trajectory privacy [35]. The idea comes from the fact that
even if the privacy of individual locations are revealed, it is
important that no meaningful behavior can be inferred from
the corresponding trajectory.

Several works aim at quantifying location privacy protec-
tion. Shokri et al. [12], [36] define the expected estimation er-
ror of the adversary as a metric to evaluate LPPM mechanisms.
Ma et al. [15] use uncertainty about users’ location information
to quantify user location privacy in vehicular networks. Li et
al. [37] define metrics to quantify the trade off between privacy
and utility of LPPM systems. In [38], the authors propose a
user-centric location-based service architecture where a user
can observe the impact of location inaccuracy on the service
accuracy. Shokri et al. [9] design LPPM mechanisms that will
defeat localization attacks. In [39] and [40], privacy leakage
of location sharing and interdependent location privacy risks
are quantified, respectively. A similar idea is proposed in
[41] where the quantification model is based on the Bayes
conditional risk.

These above-mentioned studies confirm the growing impor-
tance of location privacy. What is missing from the current
literature is a solid theoretical framework for location privacy
that is general enough to encompass the various location
privacy preserving methods in the existing literature. As we
will see, the proposed framework allows us to establish the
fundamental limits and trade-offs of such LPPMs as well as
to achieve provable location privacy.

Previously, the mutual information has been used as a
privacy metric in a number of settings, [42]–[45]. However,
the framework and problem formulation for location privacy
is quite different from those encountered in previous works.
More specifically, the location privacy problem is based on
a large set of time-series data that belong to different users
with different movement dynamics that has gone through an
LPPM, and the adversary is aiming at de-anonymizing and de-
noising the data. To the best of our knowledge, no prior work
has studied the fundamental limits and trade-offs in such a
setting.

Finally, [46] studies asymptotically optimal matching of

time series to source distributions. However, there are signifi-
cant differences between the the settings of [46] and this paper:
First, [46] does not consider non-i.i.d cases (i.e., the Markov
chain case). Second, fitting to the location privacy problem,
we assume the existence of a general (but possibly unknown)
prior distribution for the sources (i.e. a Bayesian setting). This
implies that the crucial factor in our analysis will be obtaining
the privacy thresholds as a function of the number of users.

III. FRAMEWORK

Here we use a similar framework to [1]–[3]. Specifically,
the locations of n users which are in a specific region are
recorded, and we define Xu (k) as location of user u at time k.
We also consider the strongest adversary A that has complete
statistical knowledge of the users’ movements based on the
previous observations or other resources, and in order to secure
location privacy of users, anonymization technique is used. In
other words, the adversary can observe the anonymized version
of users’ locations. The adversary obtains m observations per
user, where m is a function of n, m = m(n), and then tries
to estimate Xu (k) by using those observations. Y(m) is the
anonymized version of users’ locations which the adversary
can observe.

Anonymization can be modeled by a random permutation
Π(n) on the set of n users. The user u is assigned the
pseudonym Π(n) (u). In this paper, Π(u) is used instead of
Π(n) (u) for simplicity. Let X(m)

u be the vector which contains
m number of locations of user u, and X(m) is a collection
which contains X(m)

u for all users,

X(m)
u =



Xu (1)
Xu (2)
...

Xu (m)



, X(m) =
[
X(m)

1 ,X(m)
2 , · · · ,X(m)

n

]
.

Now, we apply the anonymization function Perm(.) to support
location privacy. In other words, we anonymize the users and
so the adversary observes

Y(m) = Perm
(
X(m)

1 ,X(m)
2 , · · · ,X(m)

n ;Π(n)
)

=

(
X(m)
Π−1 (1)

,X(m)
Π−1 (2)

, · · · ,X(m)
Π−1 (n)

)
=

(
Y(m)

1 ,Y(m)
2 , · · · ,Y(m)

n

)
.

So

Y(m)
u = X(m)

Π−1 (u)
, Y(m)

Π(u) = X(m)
u .

Note that the permutation Π(n) is the only piece of the
information that is required for the adversary, so that he can
successfully de-anonymize the location data. In this paper, we
prove that if m(n) is bigger than the threshold we obtained,
the adversary can successfully de-anonymize the location data.
That is, the adversary can invert the permutation Π(n) , and thus
recovers the true locations of the users.



IV. I.I.D MODEL

A. Two-State Model

We first consider the i.i.d two-state model. We assume users
move independently from their previous locations and other
users’ locations, and can only go to states 0 and 1. Therefore,
we can consider location of users at any time as a Bernoulli
random variable with parameter pu , which is the probability
of user u being at location 1.

We also assume that pu’s are drawn independently from
some continuous density function, fP (pu ), on the (0, 1) inter-
val. Specifically, there is δ > 0 such that1:




fP (pu ) < δ pu ∈ (0, 1)
fP (pu ) = 0 pu < (0, 1)

We consider the strongest adversary who knows the values
of pu’s , and use this knowledge to identify users.

Theorem 1. For a simple two-state model, if Y(m) is
anonymized version of X(m) , and m = cn2+α for c > 0 and
0 < α < 1, then user 1 has no location privacy as n goes to
infinity. In other words,

Pe (1) , P
(IX1(k) , X1(k)

)
→ 0.

where Xu (k) is the actual location of user u, JXu (k) is location
of user u which the adversary obtains from her algorithm, and
Pe (u) is error probability.

Note that due to the symmetry of the problem, we can
restate the theorem for all users. Since this is a converse result,
we give an explicit detector at the adversary and show that it
can be used by the adversary to recover the true location of
user 1.

Proof. We provide an explicit method for the adversary to
recover X1(k). The basic idea is that the adversary calculates
the empirical averages for the presence of users at location 1
and then assigns the string with the empirical average closest
to p1 to user 1.

Formally, for u = 1, 2, · · · , n, the adversary computes Y (m)
u

as follows

Y (m)
u =

Y (m)
u (1) + Y (m)

u (2) + · · · + Y (m)
u (m)

m
.

Therefore, we can conclude

Y (m)
Π(u) =

X (m)
u (1) + X (m)

u (2) + · · · + X (m)
u (m)

m
.

Let’s define

B(n) , {x ∈ (0, 1); p1 − ∆n < x < p1 + ∆n } ,

where ∆n = 1
n

1+ α4
, we claim that for m = cn2+α and large n:

1) P
(
Y (m)
Π(1) ∈ B(n)

)
→ 1

1The condition fP (pu ) < δ is not actually necessary for the results and
can be relaxed; however, we keep it here to avoid unnecessary technicalities.

2) P
(

n⋃
j=2

(
Y (m)
Π( j ) ∈ B(n)

))
→ 0

Thus, the adversary can identify Π(1) by examining Y (m)
u ’s

and choosing the only one that belongs to B(n) .
First we want to show that as n goes to infinity,

P
(
Y (m)
Π(1) ∈ B(n)

)
→ 1.

Note

P
(
Y (m)
Π(1) ∈ B(n)

)
= P

*....
,

m∑
i=1

X (m)
1 (i)

m
∈ B(n)

+////
-

= P
*....
,

p1 − ∆n <

m∑
i=1

X (m)
1 (i)

m
< p1 + ∆n

+////
-

= P *
,

������

m∑
i=1

X (m)
1 (i) − mp1

������
< m∆n+

-
.

According to Chernoff bound,

P *
,

������

m∑
i=1

X (m)
1 (i) − mp1

������
< m∆n+

-
≥ 1 − 2e−

m∆2
n

3

≥ 1 − 2e
− c

3 n
2+α .

(
1

n
1+ α4

)2

≥ 1 − 2e−
c
3 n

α
2
.

We also know that as n goes to infinity, 2e−
c
3 n

α
2 goes to zero,

as a result
P

(
Y (m)
Π(1) ∈ B(n)

)
→ 1.

Now, we need to show that as n goes to infinity,

P *.
,

n⋃
j=2

(
Y (m)
Π( j ) ∈ B(n)

)+/
-
→ 0.

First, we define

C (n) = {X ∈ (0, 1); p1 − 2∆n < X < p1 + 2∆n } ,

and claim as n goes to infinity,

P *.
,

n⋃
j=2

(
pj ∈ C (n)

)+/
-
→ 0.

Note
P

(
pj ∈ C (n)

)
< 4∆nδ,

and according to the union bound,

P *.
,

n⋃
j=2

(
pj ∈ C (n)

)+/
-
≤

n∑
j=2

P
(
pj ∈ C (n)

)
≤ 4n∆nδ

≤ 4n
1

n1+ α
4
δ

≤ 4n
−α
4 δ → 0.

(1)



Thus all pj ’s are outside of C (n) for j ∈ {2, 3, · · · , n} with high
probability.

Now, we claim that given all pj ’s are outside of C (n) ,
P

(
YΠ( j ) ∈ B(n)

)
is small. Note,

P
(
Y (m)
Π( j ) ∈ B(n)

)
< P

(
|Y (m)
Π( j ) − pj | > ∆n

)
= P *.

,

�������

n∑
j=2

X (m)
Π( j ) (i) − mpj

�������
> m∆n

+/
-

According to the Chernoff bound,

P *.
,

�������

n∑
j=2

X (m)
Π( j ) (i) − mpj

�������
> m∆n

+/
-
< 2e−

m∆2
n

3

< 2e
− c

3 n
2+α .

(
1

n
1+ α4

)2

< 2e−
c
3 n

α
2
.

As a result, by using union bound, we have

P *.
,

n⋃
j=2

(
Y (m)
Π( j ) ∈ B(n)

)+/
-
< n

(
2e−

c
3 n

α
2
)
,

and thus as n goes to infinity,

P *.
,

n⋃
j=2

(
Y (m)
Π( j ) ∈ B(n)

)+/
-
→ 0.

Thus, we have proved that if m = n2+α , there exists an
algorithm for the adversary to successfully recover X (m)

u (k).
�

B. Extension to r- States

Now, assume users can go to r states (locations), 0, 1, · · · , r−
1, and pu (i) shows the probability of user u being at location
i. We define the vector pu and the matrix P as

pu =



pu (1)
pu (2)
...

pu (r − 1)



, P =
(
p1, p2, · · · , pn

)
.

Note that the dimension is r − 1 as we need to have
r−1∑
i=0

pu (i) = 1.

We assume pu’s are drawn independently from some contin-
uous density function, fP (pu ), on the (0, 1)r−1 hypercube. In
particular, define the range of distribution as

RP = {(x1, x2, · · · , xr−1) ∈ (0, 1)r−1 :
xi > 0, x1 + x2 + · · · + xr−1 < 1}.

Then, we assume there is δ > 0 such that:




fP(pu ) < δ pu ∈ RP

fP(pu ) = 0 pu < RP

Fig. 1: p1, sets B′(n) and C ′(n) in RP for case r = 3.

Theorem 2. For an r-state model, if Y(m) is anonymized
version of X(m) , and m = cn

2
r−1+α for c > 0 and 0 < α < 1,

then the adversary can successfully identify the location of
user 1 as n goes to infinity. It means

Pe (1) , P
(IX1(k) , X1(k)

)
→ 0.

Proof of Theorem 2 is similar to the proof of Theorem 1,
so we just provide the general idea.

Let’s define sets B′(n) and C ′(n) as

B′(n) ,{(x1, ..., xr−1) ∈ RP :
p1(i) − ∆′n < xi < p1(i) + ∆′n, i = 1, ..., r − 1},

C ′(n) ,{(x1, ..., xr−1) ∈ RP :
p1(i) − 2∆′n < xi < p1(i) + 2∆′n, i = 1, ..., r − 1},

where ∆′n =
1

n
1

r−1 +
α
4
. Figure 1 shows p1, sets B′(n) and C ′(n)

in range of RP for case r = 3.
We claim for m = cn

2
r−1+α and large n,

1) P
(
Y(m)
Π(1) ∈ B′(n)

)
→ 1

2) P
(

n⋃
j=2

(
Y(m)
Π( j ) ∈ B′(n)

))
→ 0

This can be shown similar to the above proof that we provided
for the two-state case. Thus, the adversary can de-anonymize
the locations with vanishing error probability.

V. MARKOV CHAIN MODEL

In Section 4.2, we assumed there are r locations which users
can go and users’ movements are i.i.d. In this section, we
model users’ movements by using Markov chains, in which a
user’s movements are dependent over time. In this model, we
again assume there are r possible locations. Let E be the set
of edges. More specifically, (i, j) ∈ E if there exists an edge
from i to j with probability p(i, j) > 0. Different users can
have different transition probability matrices.



Here, we again show that the adversary will be able to
de-anonymize the locations if the number of observations is
larger than a threshold. The key idea is that the adversary can
focus on a subset of transition probabilities that are sufficient
for recovering the entire transition probability matrix. In
particular, note that for each state i, we must have

r∑
j=1

p(i, j) = 1,

so Markov chain of user u is completely determined by a
subset of size d = |E | − r of transition probabilities. Let’s
write this subset in a vector as follows:

pu =



pu (1)
pu (2)
...

pu ( |E | − r)



, P =
(
p1, p2, · · · , pn

)
.

We also consider pu (i)’s are drawn independently from
some continuous density function, fP (pu ), on the (0, 1) |E |−r

hypercube. Let Rp ⊂ R
d be the range of acceptable values for

Pu . As before, we assume there are δ > 0, such that




fP(p) < δ p ∈ Rp

fP(p) = 0 p < Rp

Using the above observations, we can now repeat the same
reasoning as the last sections to show the following theorem.

Theorem 3. For the an irreducible, aperiodic Markov chain
model, if Y(m) is anonymized version of X(m) , and m =

cn
2

|E |−r +α for c > 0 and 0 < α < 1, then the adversary can
successfully identify the location of user 1 as n goes to infinity.
In other words,

Pe (1) , P
(IX1(k) , X1(k)

)
→ 0.

Considering the fact that the vector pu uniquely determines
the user u, the proof is now analogous to the i.i.d case.
The basic idea is that the adversary computes the empirical
averages for pu (i) for each anonymized user based on his
observations. The adversary can the invert the anonymization
permutation function in a similar fashion to the i.i.d case:

In particular, Let’s define sets B
′′(n) and C

′′(n) as

B
′′(n) ,{(x1, ..., xd ) ∈ RP :

p1(i) − ∆′′n < xi < p1(i) + ∆′′n , i = 0, 1, ..., d},

C
′′(n) ,{(x1, ..., xd ) ∈ RP :

p1(i) − 2∆′′n < xi < p1(i) + 2∆′′n , i = 0, 1, ..., d},

where ∆′′n =
1

n
1

|E |−r
+ α4

, and d = |E | − r .

We claim for m = cn
2

|E |−r +α and afor large n,

1) P
(
Y(m)
Π(1) ∈ B

′′(n)
)
→ 1

2) P
(

n⋃
j=2

(
Y(m)
Π( j ) ∈ B

′′(n)
))
→ 0

VI. CONCLUSION

In this paper, we proved converse results for the concept
of perfect location privacy which was defined in [1]–[3], and
expanded their results. We proved that there is a threshold
for m, number of adversary’s observation, and if adversary’s
observation is bigger than that threshold, she can successfully
recover the locations of the users with vanishing error proba-
bility.

In the first step, we proved this claim for users whose
locations are independent from their previous locations and
other users’ movements. For this model, we obtained the
privacy threshold as m = n

2
r−1 (n is the number of users and

r is the numbers of possible states that users can go). In the
next step, we modeled users’ movements by using Markov
chain models and proved the threshold is equal to m = n

2
|E |−r

(where |E | is the number of edges in the users’ Markov chain
model).
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