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® Careful implementations of ratio matching and pseudo likelihood are still
an order of magnitude slower than SML and CD due to considering all pos-
sible one-neighbours for each training case.
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- _ _ ® Taking computation time into account, SML is the most attractive method.
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