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Abstract— Knowledge about properties of network traf- tive that studies of network behavior are still undertaken
fic can be beneficial when studying network protocols. It because of the dynamic nature of Internet traffic. In
enables realistic models of network traffic to be created recent years, the popularity of multimedia networking
ano(lj evaluations of cgrre_nt protgcolls to takeFLoTIaTce. This applications such as online games and peer-to-peer pro-
study examines trends in round-trip times ( .S) at a grams has changed the characteristics of Internet traffic.
university Web server. Round-trip time is a particularly . L . L

In particular, these applications require the transmission

important characteristic of transport layer Internet traffic
to measure because it impacts the throughput of TCP. In Of large amounts of data. TCP models of throughput

addition to examining trends of RTTs, this paper examines (€.9., [11], [13], [15]) are especially applicable to these
the relationship between RTT and the time between the larger transfers that spend the majority of their time in
SYNACK and ACK packets. The relationship between this the congestion avoidance phase of TCP congestion con-
heuristic for estimating RTT and actual measured RTTs trol. These models show that TCP throughput exhibits
is relevant for protocols such as TCP Vegas that need to dependency on round-trip times (RTTs). For example,

estimate RTT early in a connection. the commonly deployed TCP Reno congestion control

Keywords: Round-Trip Times, TCP, Congestion Convariants have throughput that is inversely related to RTT.

trol Thus, knowledge of RTT trends can provide insight into
the performance of these applications.

. INTRODUCTION This paper examines trends in the round-trip times of

In the field of networking, it is important to haveTCP connections. Traces analyzed in this paper were
accurate information about network conditions. This irebtained from the University of Calgary Web server.
formation can be used for evaluation of current netwoikhese traces include traffic between external hosts and
protocols, construction of realistic networking simulathe university Web server only, no internal traffic is
tions, and development of new distributed applicationsaptured. The server is connected to the Internet via
In particular, characteristics of Internet traffic are of ina 100Mb/s full-duplex Ethernet link. The Web server
terest because the Internet is primarily where networkihgsts several files which are of interest to students of
applications are deployed. the university as well as prospective students.

In addition to evaluating current protocols, accurate Our study examines variability of round-trip times
information about Internet traffic can aid in the deveht the packet level and at the connection level. The
opment and simulation of new protocols. By carefullgffects of time of day on RTT are also measured. RTTs
analyzing the behavior of the Internet, researchers aretraffic flows on the Internet have implications for
able to create traffic models of conditions found oMCP throughput as well as active queue management
the Internet. Accurate models of network traffic artechniques deployed at links within the network. The
invaluable, without them there would be little way taelationships between various characteristics of per con-
know if a system would be successful without deployingection RTTs and the time between the SYNACK and
a full scale version of it. Deploying a system when it maftCK packets in the TCP handshake are also explored in
fail can be expensive, in terms of both time and moneis paper. The characteristics considered are minimum,

Although there has been a significant amount of workedian, mean and maximum RTTs seen by a connection.
done in the field of network measurement, it is imperdhis may have implications for protocols such as TCP



TABLE |

Vegas [7] which uses an estimate of the minimum RTT
SUMMARY STATISTICS OF TRACE DATA

in its congestion avoidance algorithm [15].

Our main observations are as follows: Trace [ Data  Packets  Connections
« Both packet level and connection level round-trip Aug. 26, 2004 (Total) 7.1GB 12,150,900 328,808
timeS exhlblt hlgh Var|ab|l|ty, AUg. 31, 2004 (Total) 8.7GB 14,664,458 385,397

, Aug. 26, 2004 (Filtered) [ 2.3GB 3,534,111 54,748
« The time between SYNACK and ACK appears 10,4 31, 2004 (Filtered) | 2.9GB 4,371,723 64,127

be a reasonable predictor of the average RTT, but

is a poor predictor of the minimum, maximum, or

median RTT; and, whenever the machine is rebooted as well as restarting
« RTT measurements show time of day dependen¢epdump every hour. Restartingcpdump every hour

with higher RTTs being measured when it is dagnsures that in the event th@pdumpexited due to an

time in Asia and Europe. error it will be restarted within an hour.

The remainder of this paper is structured as follows. More complex data processing is not automated. For
Section Il describes the measurement framework, tra@¥2mple, once the disk at the monitor is full the data
files, and measurement techniques used. Results st be transferred to the file server. This process uses
described in Section . Section IV describes relate¥fripts to copy the traces from the monitor to the file
measurement studies and compares results seen in $giyer, verify that the data was copied correctly and
study with previous studies. Conclusions are present@nove the traces from the monitor. Each of these steps is
in Section V. initialized manually to ensure that any errors are detected
before the traces are deleted from the monitor. Before the
data is provided to researchers, the trace files are also
A. Measurement Infrastructure repaired. This involves the deletion of any incomplete

The primary source of data for this paper is thBackets at the end of trace files.
main router of the University of Calgary campus whicl. Traces
is located near the Unlvgrsnys Web server. Data is The traces analyzed in this study consist of two 24
collected usingcpdump which runs on a dual—processorh

. ) our traces collected on Thursday, August 26, 2004
De_II Server, W'th 2GB of RAM and 140GB of disk SPaCey g Tuesday, August 31, 2004, respectively. Since these
This machine is located at the main router on camp

L Paces are collected on weekdays they show typical
which is connected 1o the Internet by a 100Mbjs ful patterns of workday activity. They were collected when

duplgx E_thernet link. Using port mirroring, traffic fromschool was not in session so the load seen by the server
the link is forwarded to the monitor via a 1Gb/s half:

dunlex Eth t link. O lected the data is filt in these traces may be lighter than at other times of the
uplex ernet fink. nce coliected the data is 1 erpsaear. In the time of day analysis, these traces are broken
to include only TCP traffic at the Web server.

. : . ..into four time periods: late night, corresponding to the
The connection that is monitored by the packet snlffff*;]rourS between 0:00 and 5:59: morning, corresponding
is one of two main Internet connections at the Universi% hours betweeﬁ 6:00 and 1’1_59, afte’rnoon between
of C‘T’"gary- .The two conpectlons are gsed for €OM>.00 and 17:59 and evening, the hours between 18:00
mercial traffic and educational traffic, with the sniffer .

: . . . ~and 23:59.
being located on the commercial connection. This has

impacts on the analysis of data that is collected froks Scripting

the monitoring infrastructure. For example, occasionally A fundamental challenge when performing Internet
only one direction of a connection will use the linkneasurement studies is the volume of data being ana-
being measured while the other direction uses the othgfed. Thus it is crucial to select appropriate tools to
connection. Connections that display this property agerform analysis on data sets. For this study, Bre
not considered for analysis in this paper. Intrusion Detection Systeén{14] was used to measure
Since the monitoring infrastructure is primarily utiproperties of the collected traces. Although its primary
lized for long term data collection, the majority ofpurpose is for network intrusion detectioBro comes
the data collection process is automated. The moniigith powerful scripting capabilities which make analyz-
machine is configured to automatically stacpdump ing large volumes of data more manageable.

II. METHODOLOGY

http://www.tcpdump.org 2www.bro-ids.org



D. Measurement Techniques located closer to the client the time between SYN and
o ) ) ) SYNACK may provide a more accurate impression of

Round-trip time is defined as the time from Whegrrs experienced. Also, as suggested in previous work,
a packet is sent to when its acknowledgement is g~ monitor is located centrally in the network the

ceived. This concept may seem quite simple, however,jp,q hetween the SYN and ACK packets may be a better
practice there are several factors which can Complic"’HPedictor of RTTs seen in the network [10].
the measurement of RTTs. For example, the client may

only acknowledge every other packet in a window if the I1l. RESULTS
delayed ACK mechanism is in use. Also, when packeS packet Level Analysis

are lost this can result in an over estimation of round-trip The RTTs of packets in the August 31, 2004 trace
time. — :
Round-trio ti . ted the diff bare plotted in Figure 1. The average RTT observed in
ound-trip ime 15 computed as, the dINErence Denis trace was 168.81sec with 50% of the RTTs falling
tween the time a packet is sent and the time an A

for that tieul ket i ved. T q ¢ low 76.1msec and 75% of the values falling below
or that particular packet IS received. 10 reduce 1.4msec. The maximum RTT observed is 19s6c.

ef_ft(:]ctls ?f lost tpacketf[tog th|skc?lculat|on,t gor]nﬁct(ljo%is indicates that the minimum RTT observed, even af-
with lost or retransmitted packets are not inciude r excluding RTTs of less than/8sec, differs from the

the analysis. Also, to increase the statistical validity aximum RTT by almost 4 orders of magnitude. This

;h??ﬁnnectlc;ns analyzeld, dc%n?ecnotr;]s with Ifewer Athﬁﬁiicates that the range of RTTs observed by connections
sampies are exciuded from the analysis. AS @ e |nternet is quite large and is consistent with

result of bl:_fferlngthat the pa;f]k?t trr?ee:jsur_e ment dlzwce’ollgservations made in [1]. In most cases the larger RTTs
was somelimes the case that the device would rep F«L. observed by connections located geographically very

impossibly small RTTs. To decrease the effects of thfgr away from the Web server, for example in Africa.

malfunction on observations made, RTTs of less than.l.he standard deviation of the RTT observed by pack-

3 msec are excluded from the analysis. Statistics of th&s is 2 402 2nsec and the coefficient of variation is 2.4

process are summarized in Table |. Web server have high variance. This is to be expected

Often in Internet measurement studies, complete bidiyce these packets are from different connections and
rectional traces are not available, as a result of tr}@werse different network paths.

many studies use a single RTT measured during the TCP
handshake to approximate RTT (e.g. [3], [9], [10]). 1. Variability of RTTs Within Connections
this study, the time between when the SYNACK packet is Standard deviation can be used to evaluate the vari-
seen by the monitor and when the ACK packet is seen Ryjjity of RTTs within a connection. Figure 2 shows
the monitor is observed. The time between the SYNAC{fe cumulative distribution function (CDF) of per con-
and ACK packets in the TCP handshake is the firgbction standard deviation of both days of traces. The
round-trip time observed by a server and may be usgerage standard deviation is 14Zi%ec and half of
by protocols as a metric for estimating RTT early in ghe connections have a standard deviation of less than
TCP connection. For example, the TCP Vegas congestigf 4, sec. The majority of the connections experience a
control algorithm requires an estimate of the minimungyy standard deviation with 75% experiencing a standard
RTT in order to compute queueing delays. In Section ll§eviation of less than 98.#hsec. The connections that
we evaluate whether or not the RTT measured by tB@perience higher standard deviations in their RTTs
SYNACK and ACK exchange is a useful indicator ofikely experienced a routing change during the course
the minimum RTT baseRTT) a connection. of the connection, causing a sudden shift in the RTT
The time between SYNACK and ACK packets igeen by the connection. In contrast, connections that saw
observed, rather than the time between the SYN afver standard deviations of RTTs likely did not change
SYNACK packets because the traces collected in thisutes during the connection but experienced congestion
study are collected closer to the server side of thehich caused minor fluctuations in observed RTTS.
connection. Thus, in this study, the time between the . o
SYN and SYNACK packets would be an underestim&- Effectiveness of SYNACK/ACK for Estimating RTT
tion of the RTT observed by connections between theThe time between the SYNACK and ACK packets
server and a client. However, if the monitor device was the TCP handshake is the first measure of RTT
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b db Web Th f h between the SYNACK/ACK time and the mean RTT.
0 serv_e ya e sgrver. 'us, or servers that re‘?‘“?@% of the connections have an absolute difference
an estlmate of RTT t!me,_ this may be.an appropr_labeetween the SYNACK/ACK and mean RTT that is less
mechanism for approximating RTT early in &CONNECUIOR 1 51 7 1ysec. The 75th percentiles for the absolute

Thg :g:sgibutiin OT the time dbetyvheerr]l tt&e .SbY'\.lAC ifference between the SYNACK/ACK time and min-
an packets is compared with the distribution um, median and maximum RTTs afel6.4 msec,

minimum, median, mean and maximum RTTs observ? 5.7 msec and207.5 msec, respectively

by connections in Figure 3. The distribution of time This indicates that the time between the SYNACK and
?hetwgie?.i\{NACI? ta;]nd ACK pacdkets g!oseléT?IIO\;VSACK packets may be a possible heuristic for the mean
€ dis _r| U|Tohn O. . N meag an . me IF%QT b OF &TT observed by a connection. However, it is not a good
connectlon: € minimum and maximurm S0 serv‘?rqldicator of the maximum RTT since it is incorrect by
k_)y connections show noticeably different trends than t%?/er one third of a second on average. Its performance
time between SYNACK and ACK packets. The averagg, estimating minimum and median RTTs is marginal

.”“?Z'l”(‘)“m’ melc;l?r;, mean,lg;ai RTT SeednGSg gonnectlogﬁd there may be more effective heuristics for estimating
IS 1.0 msec, 151.6 msec, 182.1 msec an VMSEC,  thage characteristics of RTTs.

respectively. The average time between the SYNACK
and ACK packets i945.7 msec. D. The Effects of Time of Day on RTT

To gain a better understanding of the relationship Time of day can also influence trends in RTTs. This is
between the time between SYNACK and ACK packas a result of late night in North America corresponding
ets and various characteristics of RTTs, the absolutepeak business hours in Asia and Europe. Often RTTs
difference between the SYNACK/ACK and minimumpbserved late at night will be larger than those seen
median, mean and maximum values is compared duaring the day. This is examined in Figure 5. These
Figure 4. The average absolute difference between figures show that the highest RTTs are observed between
SYNACK/ACK time and the mean RTT is the lowest amidnight and 6 am MST. The lowest RTTs are observed
80.9 msec. The average absolute differences for minbetween noon and 6 pm. Evening and morning RTTs
mum, median and maximum are higher at 132.8ec, fall between these values. The average RTTs for late
199.2 msec and 489.3msec respectively. The 75th night, morning, afternoon and evening are 24#hJdec,
percentile shows a similar trend as the mean tini®9.6msec, 144.9msec and 178.0msec respectively.
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In contrast to the mean RTT, the standard deviation wéffic traces. A lack of bidirectional data has resulted
RTTs observed by connections does not vary dependingthe need for estimation techniques to measure RTTs.
on the time of day. This is illustrated in Figure 6. Thén contrast, this study analyzes bidirectional traffic traces
distributions of standard deviations observed by conndtem a Web server and is thus able to compare a heuristic
tions across various times of day follow a consistefir estimating RTT to measured values for RTTs.
trend. The average standard deviations of RTTs withinMeasurements of a campus network were studied by
a connection for late night, morning, afternoon andikat et al. [1]. In particular, their focus was on the
evening are 174.2nsec, 152.3msec, 123.0msec and variability of RTTs in TCP connections. The distribution
142.2msec respectively. Connections between the houtd RTTs seen in [1] is similar to the distribution seen in
of 12:00 and 17:59 display slightly smaller averagdéhis paper. Aikatet al. also examine the distribution of
standard deviations of observed RTTs, however, thstandard deviation of RTTs seen in TCP connections,
overall trend is similar to that of other times of day. the distribution is consistent between the two papers. In

In the case of maximum, mean, median, and minimueentrast to [1], this paper studies the time between the
RTTs, the late night and afternoons display the moStYNACK packet and the ACK packet, rather than the
extreme values with morning and evening falling itime between the SYN and SYNACK packet which is
between. This suggests that during the morning astudied by Aikatet al.
evening hours there may be some transition time betweerliang and Dovrolis [10] discuss methods of passively
the work day in Asia and Europe and the work dagstimating RTTs. They suggest using the time between
in North America. However, time of day appears twhen the SYN packet is received and the ACK packet
have little effect on the variability of RTTs observed bys received as a metric for measuring RTTs within a
connections. network. When the monitor is centrally located this
metric can provide an accurate estimation of RTTs. They
also examine the effect of time of day on RTTs and they

Several studies have been done to characterize Tfi#l that RTTs are greater when it is day time in Asia
flows on the Internet (e.g. [1]-[6], [8]-[12], [16]). How-as compared with when it is day time in North America.
ever, few have focused on RTTs [1], [3], [6], [10]. EveMheir result is similar to the results seen in the analysis
fewer of these studies have had access to bidirection&ltime of day and its effects on RTT in this paper.

IV. RELATED WORK
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Fig. 5. Comparison of the RTT characteristics of connections across different time of day

In [9], Fraleighet al. perform a large scale analysis oby packets have high variance. This can be attributed to
bidirectional traffic traces from the Sprint IP backbonenany connections having very small RTTs and very few
They estimate average RTT based on the time betwdwving large RTTs, most likely caused by the geograph-
the SYN packet and the ACK packet similar to [10]ical location of the users.

The do not report measures of variability of RTTs in
their study. At the connection level, variability in the standard
deviation of RTTs within connections also displays high
V. CONCLUSIONS variance. The variability can be attributed to few connec-

This study analyzed trends in RTTs of TCP traffic dtons experiencing path changes during the connection
a Web server at both the packet and connection levahd many connections experiencing congestion causing
At the packet level, it is found that RTTs experiencekigh and low standard deviations respectively.
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When evaluating the time between SYNACK and
ACK packets as a predictor of RTTs, it is found that th
time between SYNACK and ACK packets best predict

(8]

9]

the average RTT. The time between SYNACK and ACK

packets is shown to be a poor predictor of the maximulAf]

RTT seen by a connection. It is important to bear in

mind with this result that the time between SYNACK;qj

and ACK packets is a good measurement of RTT whe

n

the network monitor is located at the server side of the
network. However, if the monitor is located at the clie ts
end of the network or in the center of the network the

time between the SYN and SYNACK or SYN and ACK
packets may provide a better estimate of RTT.

Time of day is also found to have an impact on

[13]

RTTs observed in this study. Times corresponding to day

time in Asia and Europe show higher RTTs than tim
corresponding to day time in North America. Time o

day does not, however, seem to have an impact on {hg

variability of RTTs observed by connections.
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