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Statistical Topic Models

I Useful for analyzing large, unstructured text collections
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I Topic-based search interfaces (http://rexa.info)

I Analysis of scientific progress over time (Blei & Lafferty, ’07)

I Information retrieval (Wei & Croft, ’06)
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Automated Analysis of Text

I Previously: analyzing trends in text collections (Hall et al., ’08)

I Monolingual models often work well: collections in English only

I Multilingual text collections are increasingly common

I Automated tools are most important for multilingual collections:

I Don’t know the language → cannot eyeball the data
I New documents will appear in other languages
I People typically only know a few languages

I Simultaneously analyze document content in many languages
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Multiple Languages

I Why model multiple languages explicitly?

I Most statistical topic models are language-agnostic
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I Hodgepodge of English, German, French topics

I Imbalanced corpus: maybe only one or two French topics
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Parallel vs. Comparable Corpora

I A set of aligned documents is a “document tuple”

I Fully parallel corpora: documents are direct translations

I Corpora with a few parallel “glue” document tuples

I Comparable corpora: documents have similar semantic content
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Polylingual Topic Model

I Generates a document tuple w = w1, . . . ,wL by drawing...

I For real-world data, only the word tokens are observed
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Key Characteristics

I Learning a model of all languages simultaneously

I A topic is a set of distributions over words, e.g., φt = φ1
t , . . . ,φ

L
t

I Works on tuples of aligned documents, rather than documents, but
each tuple can be comprised of only a subset of languages

I Tuple-specific topic distributions ensure cross-language consistency:
e.g., topic 13 in French is semantically similar to topic 13 in English

I Simple, Gibbs sampling inference algorithm

I Inference is linear in # of languages, not # of language pairs
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EuroParl: Example Topics (T = 400)
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EuroParl: Example Topics (T = 400)
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EuroParl: Example Topics (T = 400)
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Parallel Corpora: “Glue” Tuples

I How many aligned documents are needed to get aligned topics?

1% “glue” document tuples

DE rußland russland russischen tschetschenien sicherheit
EN china rights human country s burma
IT ho presidente mi perché relazione votato

25% “glue” document tuples

DE rußland russland russischen tschetschenien ukraine
EN russia russian chechnya cooperation region belarus
IT russia unione cooperazione cecenia regione russa
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Generating Bilingual Lexica

I Bilingual lexicon: word pairs (e.g., English word, translation)

I High probability words in different languages for a topic are likely to
include translations – can use these to generate lexica

I Advantages: unsupervised; all kinds of words, not just nouns

I Form candidate translations: Cartesian product of most probable K
words in English and in each translation language

I Count # of lexicon pairs that are in the candidate set

I No morphological variants: e.g., rules/vorschriften, rule/vorschrift

Polylingual Topic Models Hanna M. Wallach



Generating Bilingual Lexica (K = 1)
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Finding Translations

I Train model on aligned document tuples

I Output: set of polylingual topics, e.g., φt = φ1
t , . . . ,φ

L
t

I Map each test document to the low-dimensional space defined by the
polylingual topics → document-topic distributions

I For each query/target language pair:

I Compute similarities for all query/target document pairs
I For each query document, rank target documents by similarity

I Jensen-Shannon divergence, cosine distance
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Finding Translations (Jensen-Shannon)
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Comparable Corpora

I Directly parallel translations are rare, expensive to produce

I Comparable corpora more common: e.g., Wikipedia, web pages

I Our data set: all Wikipedia articles in English, Farsi, Finnish, French,
German, Greek, Hebrew, Italian, Polish, Russian, Turkish, Welsh

I Documents are topically similar but not direct translations

I More interesting questions, more real-world applications:

I Do comparable document tuples support alignment of topics?
I Do different languages have different perspectives?
I Which topics do particular languages focus on?

Polylingual Topic Models Hanna M. Wallach



Wikipedia: Example Topics (T = 400)
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Wikipedia: Example Topics (T = 400)
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Wikipedia: Example Topics (T = 400)
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Topic Divergence Between Languages

I Estimate document-specific distributions over topics

I Compute Jensen-Shannon divergence between documents in a tuple

I Average document-document divergences for each language pair:

I “Disagreement” score for each language pair

I Almost all pairs have divergences consistent with EuroParl, even
languages that have historically been in conflict

I Although individual articles may have high between-language
divergence, Wikipedia is on average consistent between languages
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Differences in Topic Emphasis

world ski km won... ottoman empire khan byzantine...
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Conclusions

I Can discover topics aligned across multiple languages

I A small number of aligned documents is sufficient to align topics

I Can use the model to create bilingual lexica and find translations

I For comparable corpora, e.g., Wikipedia, someone who speaks any
one language can perform data-driven analysis of topic trends,
similarities and differences in all available languages

I Future work: adapting machine translation and cross-language
information retrieval systems to new domains
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Questions?

wallach@cs.umass.edu
http://www.cs.umass.edu/~wallach/
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