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Reinforcement Learning :

Learning from experience in sequential decision problems
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Trust region methods



First-order optimization can be dangerous



Trust regions



Sensitivity to parameterization

Image credit: https://pennylane.ai/qml/demos/tutorial_quantum_natural_gradient/



Forward KL

Mean-seeking

Reverse KL

Mode-seeking

KL Divergence



TRPO basic idea

Quadratic approximation:

Fisher information matrix



PPO
On-policy actor-critic



Soft actor-critic
Off-policy actor-critic

• PPO can’t learn from offline data or reuse data, since it is on policy


• PPO policies tend to get more deterministic over time, leading exploration to 
collapse and learning to stagnate


• SAC can reuse past experience or offline data since it is off policy


• SAC uses entropy maximization to learn the most random policy possible that 
performs well, leading to natural exploration and robustness to estimation 
errors


