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Motivation: LLM-based reward design

• We know reward design is hard


• Demonstrations and preferences require models of humans that don’t 
necessarily capture them accurately, and require a lot of data to work well


• Easy for reward inference to overfit and/or mis-align to reward functions that 
are highly unlikely from a human perspective


• LLMs contain huge amounts of human knowledge, common sense, and priors 
about things that people generally want


• Can we leverage that to do better?

Kwon M, Xie SM, Bullard K, Sadigh D. Reward design with language models. 
arXiv preprint arXiv:2303.00001. 2023 Feb 27.



In-context reward learning

Kwon M, Xie SM, Bullard K, Sadigh D. Reward design with language models. 
arXiv preprint arXiv:2303.00001. 2023 Feb 27. Slide credit: Sylee Dandekar



Slide credit: Sylee Dandekar



Ultimatum game

• Proposer (fixed) suggests how to split money and Responder (RL agent) and accept or 
reject. If reject, no one gets anything


• Rational responder will accept any offer, but if trying to align with user, humans often try to 
punish an unfair proposer, even if irrational


• They experiment with synthetic users:
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Matrix Game

Slide credit: Sylee Dandekar



Matrix Game




Matrix Game
Labeling accuracy:

● Regular order: Outperforms by 48% on average

● Scrambled order: Outperforms by 36% on 

average

Slide credit: Sylee Dandekar



DealOrNoDeal Task

Baseline: Supervised learning model trained to predict reward, given same 
examples.


Negotiation Styles:


1. Versatile

2. Push Over

3. Competitive

4. Stubborn

Slide credit: Sylee Dandekar



DealOrNoDeal Task: LLM Accuracy


Slide credit: Sylee Dandekar



DealOrNoDeal Task: RL Accuracy


● Outperforms SL by an average of 46% 

● Underperforms ground truth by an average of 4%

Slide credit: Sylee Dandekar



DealOrNoDeal Task: Human Evaluation

● No ground truth rewards

● Human evaluators

Slide credit: Sylee Dandekar



DealOrNoDeal Task: Human Evaluation

(Only 10 participants)

Slide credit: Sylee Dandekar



Limitations

Requires text based inputs
Only used binary rewards

Slide credit: Sylee Dandekar



Assumptions

• The prior paper assumed existence a parser


• Only worked with binary rewards


• Not interpreatable



Eureka Ma YJ, Liang W, Wang G, Huang DA, Bastani O, Jayaraman D, Zhu Y, Fan L, 
Anandkumar A. Eureka: Human-level reward design via coding large language 
models. arXiv preprint arXiv:2310.12931. 2023 Oct 19.
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