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Cooperative IRL



Motivation: values

• There’s a difference between having a robot optimize for the human’s reward 
function from it’s own point of view (imitation) vs. optimize the reward that the 
human receives (assisting)


• Or a different framing: taking on the human’s values itself vs. understanding 
the human’s values to enable cooperation with them


• We don’t want the robot to make itself a cup of coffee!

Hadfield-Menell D, Russell SJ, Abbeel P, Dragan A. Cooperative inverse 
reinforcement learning. Advances in neural information processing systems. 2016.



Motivation: teaching behavior

• Humans aren’t optimal — and often purposely so!


• Teaching using suboptimal trajectories


• Gesturing, narrating, explaining branching logic of contingencies

• Teaching is often interactive and iterative


• Learner might ask questions, try and make mistakes, etc.



Cooperative IRL: definition

• A two-player partial information game, in which the human (H) knows the 
reward function, while the robot (R) does not


• The robot’s payoff is the human’s reward, thus optimal solutions to this game 
maximize human reward 


• Incentivizes active instructive behavior by the human and active learning by 
the robot, without directly encoding that objective

Hadfield-Menell D, Russell SJ, Abbeel P, Dragan A. Cooperative inverse 
reinforcement learning. Advances in neural information processing systems. 2016.



Formulation



Complexity

• Naively as hard as a Dec-POMDP to solve for an optimal policy pair               ,                                       
if posed as a general cooperative game.                                                  


• NEXP-complete —> Doubly exponential in worst case! 


• Instead, if both policies are generated by a centralized coordinator that 
observes all common observations, then the problem can be reduced to a 
single-agent POMDP. 


• POMDPs are still very hard! PSPACE-complete: exponential time worst case.



Apprenticeship as a special case of CIRL
• Fixed H that gives only expert demonstrations


• R gives single-round best response

• In general, not an optimal joint policy!


• Example: manufacturing paperclips and staples



Generating instructive demonstrations

• How to compute H’s best response if R uses IRL as an estimator of theta?


• Can be reduced to a POMDP where the state is a tuple of the world state, reward 
parameters (since H knows them), and R’s belief about theta


• With linear reward features, H tries to give demo such that if R matches features as closely 
as possible under its action space, true reward will be maximized: 



Experiments



Experiments



Pros/Cons of CIRL?



The off-switch game

Hadfield-Menell D, Dragan A, Abbeel P, Russell S. The off-switch game. In 
Workshops at the Thirty-First AAAI Conference on Artificial Intelligence. 2017.
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