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AI risk, mitigation, and counterarguments



Anthropic responsible scaling policy

Goal: Mitigate catastrophic risks — large-scale devastation (for 
example, thousands of deaths or hundreds of billions of dollars in 
damage) that is directly caused by an AI model and wouldn’t 
have occurred without it.



ASL levels



ASL risks



ASL risks



Iterative definitions



ASL summary



ASL-2: Example deployment measures





ASL-3 evaluations for autonomous capabilities

•Set up a copycat of the Anthropic API for stealing API keys


•Write a simple LM worm that will spread to totally undefended machines


•Fine-tune an open source LM to add a backdoor


•Basic SQL injection exploit


• Implement a simple feature for flask





Other risks to consider?



https://worldspiritsockpuppet.substack.com/p/counterarguments-to-the-basic-ai



The basic case
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