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Are binary labels enough?

Challenges with standard RLHF binary  preference 
data collection process: 

○ Holistic and therefore conveys limited 
information 

○ Difficult for human annotators to compare 
overall model responses when outputs contain 
a mix of undesired behaviour 

○ No information about which aspects of the 
output influenced the human preference 

○ Different people may agree on all fine grained 
aspects, but disagree on weighting and 
therefore overall rating!

https://openai.com/research/instruction-following
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Fine-grained RLHF

The proposed framework enables learning fine-
grained rewards in two respects:  

1. Density, providing a reward after every segment 
(e.g., a sentence) is generated 

2. Incorporating multiple reward models 
associated with different feedback types (e.g., 
factual incorrectness, irrelevance, and 
information incompleteness). 

It also allows combining reward models with different 
weights and thus control the model training process 
towards a customized combination of desired 
behaviors

Wu, Zeqiu, et al. "Fine-grained human feedback gives better rewards for language model 
training." Advances in Neural Information Processing Systems 36 (2024). Slide credit: Tuhina Tripathi



RLHF vs Fine-grained RLHF

3 different reward models Single reward model
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Fine-grained RLHF 

Let k → number of error categories and 
each error categories denoted by Ck 

Examples 

C1: irrelevance, repetition, or incoherence 
C2: incorrect or unverifiable facts  
C3: incomplete information

The output y is segment into Lk segments 
corresponding to the density level of the 
reward  

Each segment yjk ends at timestep Tjk

The fine-grained R computes rewards on 
distinct categories of undesired behaviors

R computes rewards densely: over 
subsequences of the generated output
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The reward model

K fine-grained 
reward models 
for different error 
categories

weight assigned 
to the different 
reward models

  
is the reward 
output for each 
segment

KL penalty term to 
maintain fluency of 
the output

 The combined reward function for each token at
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Task 1 - Detoxification

- Only behaviour studied in this task is toxicity 
- A dense sentence-level fine-grained paradigm is compared to the holistic RLHF reward 
- Conducted on ‘REALTOXICITYPROMPTS’ dataset 

- Holistic reward  
- PERSPECTIVE API generates a toxicity score between 0 &1 for entire output 
- R = 1 - PERSPECTIVE(y)

- Fine-grained reward 
- PERSPECTIVE API is queried for each sentence  
- R(yj) = PERSPECTIVE(y1,....yj-1) - PERSPECTIVE(y1,....yj)
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Detoxification - Results

- Models compared: 
- Holistic RLHF 
- GeDI: generative discriminator model to 

steer responses in desired direction 
- DEXPERTS: combines a pre-trained LM 

with “expert”/”anti-expert” LM  

- Fine grained RL achieved a lower toxicity 
and perplexity score while keeping diversity 
similar
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Task 2 - Long-form QA

- QA-FEEDBACK dataset is collected for 
answering ambiguous factoid questions 

- Given a question q and set of passages P = 
{p1, …p|p|}, generate a long form response y 

- T5-large is trained on 1k samples from the above 
dataset: This model is called the SFT  

- Outputs are sampled from the SFT to collect fine-
grained human feedback on three error 
categories at three density levels: sub-sentence, 
sentence and whole sequence 

- Annotators mark the span of text associated with 
each identified error type 

- Also collect pairwise-preference comparison data 
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Long-form QA - Reward models

● C1: irrelevance, repetition, and incoherence (rel.); The reward model has the density level of sub-
sentences; i.e., returns a score for each sub-sentence. If the sub-sentence is irrelevant, repetitive, or 
incoherent, the reward is -1; otherwise, the reward is +1. 

● C2: incorrect or unverifiable facts (fact.); The reward model has the density level of sentences; i.e., 
returns a score for each sentence. If the sentence has any factual error, the reward is -1; otherwise, the 
reward is +1. 

● C3: incomplete information (comp.); The reward model checks if the response is complete and covers all 
the information in the reference passages that are related to the question. This reward model gives one 
reward for the whole response.
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Long-form QA - Results

- The proposed model is compared to the initial T5 SFT model,  RLHF with holistic 
preference-based reward and also a fully supervised T5 model 

- Fine-grained RLHF performs better than Preference RLHF on all error types 

- Overall, RLHF is more effective in removing factual errors compared to SFT

Slide credit: Tuhina Tripathi



LM customization 

- With multiple rewards, adjusting weights 
leads to different LM behaviours  

- Increasing w1: When the weights for the ‘rel.’ 
model are increased → shorter responses, 
sometimes incomplete and factually incorrect 

-  Some objectives can be clashing (like 
relevance and information completeness) 

Reward vs Training steps
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Process-based supervision

Lightman, Hunter, et al. "Let's Verify Step by Step." arXiv preprint arXiv:2305.20050 (2023).



• Domain: MATH dataset


• They release a human dataset, 
PRM800K, which contains 800K 
step-level labels across 75K 
solutions to 12K MATH problems

Hendrycks, Dan, et al. "Measuring mathematical problem solving 
with the math dataset." arXiv preprint arXiv:2103.03874 (2021).

Domain and dataset
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Hypothesized benefits of process supervision

• Better credit assignment


• More human-interpretable: makes LLM “think like” a human


• Inherently safer: directly optimizes for reasoning rather than a proxy (e.g. 
getting the right answer for the wrong reason)


• Better empirical sample efficiency/performance



Moving forward with fine-grained feedback


