
CS 690: Human-Centric Machine Learning
Prof. Scott Niekum

Improving human modeling assumptions



Equally-weighted markovian rewards?

Kim, Changyeon, et al. "Preference transformer: Modeling human preferences using 
transformers for rl." arXiv preprint arXiv:2303.00957 (2023).
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Preference transformer

Kim, Changyeon, et al. "Preference transformer: Modeling human preferences using 
transformers for rl." arXiv preprint arXiv:2303.00957 (2023).



Preference transformer



Some history: RNNs

https://www.geeksforgeeks.org/introduction-to-recurrent-neural-network/



Transformers

https://jalammar.github.io/illustrated-transformer/



Preference transformer



Preference transformer: results
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How bad is irrationality?

Chan, Lawrence, Andrew Critch, and Anca Dragan. "Human irrationality: both bad and good 
for reward inference." arXiv preprint arXiv:2111.06956 (2021).



A general model for irrationality

Assume human is a planner with irrationalities being deviations from the Bellman Equation:



Types of irrationality
Modify max operator: Boltzmann rationality



Types of irrationality
Modify transition dynamics: Illusion of control



Types of irrationality
Modify transition dynamics: Optimism / pessimism



Types of irrationality
Modify reward: Prospect bias



Types of irrationality
Modify relation between reward+future value: Extremal



Types of irrationality
Modify discounting

• Myopic discount (standard discounting with gamma)

• Myopic value iteration (only H steps performed)

• Hyperbolic discounting:



Effects of irrationality on Bayesian inference



Irrationality can be good (if correctly modeled)!



Unmodeled irrationality is very bad



Approximate irrationality models might be enough
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