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We interact with LLMs mainly 
through blackbox APIs

• Generally no access to hidden states, next-word 
probability distributions, or even basic info like model 
size or architecture 

• In this setting, API providers should worry about their 
models being extracted or distilled  

• Imagine you have a small LM. How can you use 
GPT-4 to improve its performance?



Knowledge distillation: 
A small model (the student) is trained to 
mimic the predictions of a much larger 

pretrained model (the teacher)

Bucila et al., 2006; Hinton et al., 2015



BERT 
(teacher): 
24 layer 

Transformer

Bob went to the <MASK> 
to get a buzz cut 

barbershop: 54% 
barber: 20% 
salon: 6% 
stylist: 4% 

…
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BERT 
(teacher): 
12 layer 

Transformer

Bob went to the <MASK> 
to get a buzz cut 

barbershop: 54% 
barber: 20% 
salon: 6% 
stylist: 4% 

…

soft targets ti

DistilBERT 
(student): 

6 layer 
Transformer

Bob went to the <MASK> 
to get a buzz cut 

Cross entropy loss to 
predict soft targets

Lce = ∑
i

ti log(si)



Instead of “one-hot” ground-truth, 
we have a full predicted distribution

• More information encoded in the target prediction 
than just the “correct” word 

• Relative order of even low probability words (e.g., 
“church” vs “and” in the previous example) tells us 
some information 

• e.g., that the <MASK> is likely to be a noun and refer to a 
location, not a function word 





Can also distill other parts of the 
teacher, not just its final predictions!

Jiao et al., 2020 (“TinyBERT”)



What if you only have access to 
the model’s argmax prediction, 

and you also don’t have access to 
its training data?



How to extract an LLM 
served via a blackbox API:

1. Acquire a small open-source pretrained 
language model (e.g., Meta’s LLaMA) 

2. Extract fine-tuning data from API via e.g., self-
instruct (Wang et al., 2022) 

3. Fine-tune the pretrained model from step 1 with 
the data from step 2 

Proof of concept: Alpaca from Stanford, Vicuna 
(fine-tuned on ChatGPT interactions)

https://ai.facebook.com/blog/large-language-model-llama-meta-ai/
https://arxiv.org/abs/2212.10560
https://arxiv.org/abs/2212.10560
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://vicuna.lmsys.org/


Example “self-instruct” prompt

Come up with a list of 5 challenging and novel text-
based tasks that have text inputs and outputs. For 
each task, provide an instruction of what should be 
done to solve the task, as well as one input/output 
pair demonstrating an instance of the task.



Misusing LLMs with jailbreak prompts

https://arxiv.org/pdf/2308.03825
https://jailbreak-llms.xinyueshen.me/

https://arxiv.org/pdf/2308.03825
https://jailbreak-llms.xinyueshen.me/


Detecting LLM-generated text







https://www.blackhatworld.com/seo/100-ai-generated-articles-chatgpt.1494816/

https://www.blackhatworld.com/seo/100-ai-generated-articles-chatgpt.1494816/


https://www.blackhatworld.com/seo/100-ai-generated-articles-chatgpt.1494816/

https://www.blackhatworld.com/seo/100-ai-generated-articles-chatgpt.1494816/


The web is currently being flooded with LLM-
generated articles.  

Do we want to train LLMs of the future on data 
generated by LLMs of the past?



LLM-generated text detection

LLM-
generated?

Prompt: In a shocking 
finding, scientists discovered 
a herd of unicorns living in a 
remote valley. 

Generation: They have never 
been known to mingle with 
humans. Today, it is believed 
these unicorns live in an 
unspoilt environment which is 
surrounded by mountains. Its 
edge is protected by a thick 
wattle of wattle trees, giving 
it a majestic appearance. 
Along with their so-called 
miracle of multicolored coat, 
their golden coloured feather 
makes them ….

score = 
85.6 

score > T? 
(T = 75.0) 

Yes, AI-
generated!



OpenAI’s text classifier

• Language model fine-tuned 
for this binary classification 
task 

• Trained on a 50-50 mixture 
of GPT generated text and 
human text 

• Closed-source, but available 
as a webpage on openai.com

https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text

http://openai.com
https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text
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Watermarking LLM-generated text

• While generating, replace 
some words by “watermarked” 
words 

• Count “watermarked words” to 
identify LLM generation 

• Under the hood: add bias to 
50% of the logits 
(watermarked tokens) during 
sampling

Kirchenbauer et al., ICML 2023, A Watermark for Large Language Models



What makes a good LLM-generated text detector?

Generation: They have never 
been known to mingle with 
humans. Today, it is believed 
these unicorns live in an 
unspoilt environment which is 
surrounded by mountains. Its 
edge is protected by a thick 
wattle of wattle trees, giving 
it a majestic appearance. 
Along with their so-called 
miracle of multicolored coat, 
their golden coloured feather 
makes them ….

LLM-
generated?

score = 
85.6 

score > T? 
(T = 75.0) 

Yes, AI-
generated!

1.   High scores for LLM-written text (high true positive rate) 

2.  Low scores for human-written text (low false positive rate) 

3.  Minimal changes to the quality of LLM-generated text (indistinguishable 

to human reader) 

4.  Robustness to perturbation attacks (paraphrasing)
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Paraphrasing easily evades detection of AI-
generated text, but retrieval is an effective defense

Kalpesh Krishna Mohit IyyerYixiao Song Marzena Karpinska John Wieting

NeurIPS 2023



How do paraphrases affect LLM-generated text 
detectors?

(watermarked)



Detectors are not effective on paraphrases

Language model Similarity Watermarks DetectGPT GPTZero OpenAI Classify

GPT2-XL - 100.0 70.3 13.9 21.6
GPT2-XL + DIPPER 99.2 057.2 04.6 01.2 14.8
OPT-13B - 099.9 14.3 08.7 11.3
OPT-13B + DIPPER 94.6 052.8 00.3 01.0 09.1

GPT3.5 - - 26.5 07.1 30.0

GPT3.5 + DIPPER 88.4 - 04.5 01.8 15.6

Detection rates are computed at a 1% false positive rate

Task: Wikipedia article completion



Retrieval offers an alternate (and 
more robust) detection method!



Step 1: Maintain a database of LLM-generated text



Step 2: Provide a search engine over LLM 
responses

Candidate (LLM-generated 
paraphrase): There were never 
any reports of them mixing with 
people. It is believed they live in 
an unspoiled environment 
surrounded by mountains and 
protected by a thick clump of 
wattle. The herd has a regal look 
to it, with the magic, rainbow-
colored coat and golden 
feathers…

score > T? 
(T = 75.0) 

Yes, LLM-
generated!

Retriever over DB 
(search engine like Google)

Best match among previous 
generations: They have never 
been known to mingle with 
humans. Today, it is believed 
these unicorns live in an 
unspoilt environment which is 
surrounded by mountains. Its 
edge is protected by a thick 
wattle of wattle trees, giving it 
a majestic…

score = 95.0 
Similarity score 
(SIM, 1-gram) Candidate: There were never any reports 

of them mixing with people. It is 
believed…

Best Match: They have never been known 
to mingle with humans. Today it is…

Paraphrases will also have high similarity 
scores!



Retrieval is effective against paraphrases!

Language model Watermarks OpenAI Classifier Retrieval

GPT2-XL 100.0 59.2 100.0
GPT2-XL + DIPPER 055.8 32.7 095.2

OPT-13B 100.0 33.5 100.0
OPT-13B + DIPPER 065.5 21.6 094.4

GPT3.5 - 40.5 100.0

GPT3.5 + DIPPER - 38.1 096.0

Task: Long-form question answering



Retrieval has high detection rates on 
paraphrases even with a corpus of size 15M!



Retrieval works best with generations that are 
>50 tokens



Limitations of retrieval as a detector

Privacy risk — 
membership inference 
attacks

Search engine needs 
to be implemented by 
provider

Accuracy 
reduction with 
large DB



LLM-generated text detection is both enormously 
impactful and challenging. 

All existing methods have critical flaws. 

One interesting future direction is semantic 
watermarks that cannot be removed via paraphrasing. 

New attacks will always be invented, so this will likely 
never become a solved problem.


