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Abstract. This paper makes three main contributions to the theory of communication com-
plexity and stream computation. First, we present new bounds on the information complexity of
augmented-index. In contrast to analogous results for index by Jain, Radhakrishnan, and Sen
[J. ACM, 56 (2009), article 33], we have to overcome the significant technical challenge that proto-
cols for augmented-index may violate the “rectangle property” due to the inherent input sharing.
Second, we use these bounds to resolve an open problem of Magniez, Mathieu, and Nayak [Proceed-
ings of the 42nd Annual ACM Symposium on Theory of Computing, 2010, pp. 261–270] that asked
about the multipass complexity of recognizing Dyck languages. This results in a natural separa-
tion between the standard multipass model and the multipass model that permits reverse passes.
Third, we present the first passive memory checkers that verify the interaction transcripts of pri-
ority queues, stacks, and double-ended queues. We obtain tight upper and lower bounds for these
problems, thereby addressing an important subclass of the memory checking framework of Blum et
al. [Algorithmica, 12 (1994), pp. 225–244].
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1. Introduction. In a recent work, Magniez, Mathieu, and Nayak [21] consid-
ered the streaming complexity of language recognition. That is, given a string σ of
length n, what is the (randomized) space complexity of a recognizer for a language L
that is allowed only sequential access to σ? This question can be viewed as a gener-
alization of the classic notion of regularity of languages: one now considers automata
that are allowed (1) randomization, and (2) a variable number of states that may
depend on the input length. Their main result provided near-matching bounds for
single-pass recognizers for dyck(2), the language of properly nested parentheses of
two kinds. In this paper, we look at the broader question and present the first multi-
pass space lower bounds for several languages, including dyck(2), resolving an open
question of theirs. We also study the complexity of languages that arise in the context
of memory checking [5] and present tight upper and lower bounds for them. Our key
technical contributions rely on a new understanding of the information complexity of
the augmented index problem, which leads to these multipass lower bounds.

Background, augmented index, and a new lower bound. The index problem is one
of a handful of fundamental problems in communication complexity [20]: Alice has
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a string x ∈ {0, 1}n, and Bob has an index k ∈ [n] := {1, 2, . . . , n}; the players wish
to determine the kth bit of x, written as xk. It is easy to show that the problem is
“hard”—requiring Ω(n) communication—when messages go only from Alice to Bob,
and is “easy”—solvable using O(log n) communication—without this restriction. The
lower bound extends to randomized constant-error protocols [1]. This makes index

the canonical hard-for-one-way, easy-for-two-way communication problem. Is there
really anything new to say about such a fundamental problem?

As it turns out, there is, provided one asks the right questions. Since index is
an asymmetric problem, it makes sense to ask for the best possible tradeoff between
the number, a, of bits communicated by Alice and the number, b, communicated by
Bob. As shown by Miltersen et al. [22], we must have a ≥ n/2O(b), and a simple
two-round Bob → Alice → Bob protocol (with Bob announcing the output) shows
that a ≤ �n/2b� is achievable. A more nuanced question asks for the best tradeoff of
information revealed by each player to the other in a protocol for index, also called
the information costs of Alice and Bob (we shall soon formally define these). In
principle, this tradeoff could have been better, as it is possible for messages to reveal
less information than their length. This issue was considered (in a more general
quantum communication setting) by Jain, Radhakrishnan, and Sen [18], who called
this the “privacy tradeoff” for the problem, and showed that a ≥ n/2O(b) still holds,
where a and b now represent information costs.

Such an information cost tradeoff opens up interesting possibilities for applications
to lower bounds for more complex problems via the direct sum properties of this
measure [4, 9]. One such application is the aforementioned dyck(2) lower bound.
However, the tradeoff theorem of Jain, Radhakrishnan, and Sen [18] is not strong
enough to obtain the required direct sum result. One needs a tradeoff lower bound
in a variant of index where Alice and Bob have much more “help,” in two ways.
First, we relax index so that Bob additionally gets to see the length-(k − 1) prefix
of Alice’s input; the resulting variant has been called augmented-index [13, 19],
and the one-way communication lower bound easily extends to it [3]. Second, in our
variant of augmented-index, Bob also gets a check bit c ∈ {0, 1} and must verify that
xk = c. This second twist clearly does not matter when considering communication
complexity, but for us it makes a huge difference, because our applications require that
we measure information cost under an “easy” distribution, where xk always equals c.

With this background, we state our main theorem informally. A formal version
appears as Theorem 2.3, after the necessary definitions.

Theorem 1.1 (informal). In a randomized communication protocol that solves
the augmented-index problem with constant two-sided error, either Alice reveals
Ω(n) information about her input, or Bob reveals Ω(1) information about his, where
information is measured according to an “easy” input distribution.

The natural point of comparison is a similar theorem of Magniez, Mathieu, and
Nayak [21], which works only for restricted protocols: Alice must be deterministic
(thus, her information cost is just her usual communication cost), and the protocol
must be two-round with an Alice → Bob → Alice communication pattern. Under
these conditions, for errors below O(1/n2), they show that either Alice sends Ω(n)
bits, or else Bob reveals Ω(log n) information. Notice that this theorem is not quite a
special case of ours, because of the higher lower bound on Bob’s information cost. This
is inevitable: for a general communication pattern, one cannot obtain a tradeoff that
strong, because of the aforementioned a ≤ �n/2b� upper bound. At the time of the first
announcement of our results [6], we had conjectured that the optimum tradeoff lower
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bound would be of the form a ≥ n/2
˜O(b), where the Õ-notation might hide factors

polylogarithmic in b. In fact, a recent result of Chakrabarti and Kondapally [8] gives
the tight information cost tradeoff a ≥ n/2O(b).

Ramifications: Streaming language recognition. In the streaming model, we have
one-way access to input and working memory sublinear in the input size N . Histori-
cally, the problems considered in it have focused on estimating statistics. Recognizing
structural properties of strings is just as natural a problem in this model, and yet
such language recognition problems have only recently been considered. It transpires
that augmented-index has a key role to play in proving bounds here.

A first application is direct: following [21], a two-step argument shows Ω(
√
N)

lower bounds for the multipass streaming complexity of Dyck languages. We first plug
Theorem 1.1 into a direct sum theorem, which lower bounds the communication cost
of a problem we call multi-ai (for “multiple copies of augmented-index”). We then
reduce multi-ai to, e.g., dyck(2). The direct sum theorem is a natural extension to
multiple passes of a similar single-pass theorem (see [21], where the authors called the
relevant problems ascension and mountain). Thus, on the lower bound side, our
chief contribution is Theorem 1.1, and its most important consequence is the multi-
pass nature of the resulting lower bounds. In particular, this demonstrates a curious
phenomenon: an explicit, natural data stream problem that is fairly easy given two
passes in opposite directions (Magniez, Mathieu, and Nayak [21] give an O(log2N)-
space algorithm), whereas it is exponentially harder if only multiple unidirectional
passes are allowed.

A second application is to memory checking, whose study was initiated by Blum
et al. [5] and continued by numerous groups including Ajtai [2], Chu, Kannan, and
McGregor [11], Dwork et al. [14], and Naor and Rothblum [23]. The problem, as
considered in this paper, is to observe a sequence of N updates and queries to (an
implementation of) a data structure and to report whether or not the implementa-
tion operated correctly on the instance observed. A concrete example is to observe
a transcript of operations on a priority queue: we see a sequence of insertions in-
termixed with items claimed to be the results of extractions, and the problem is
to decide whether this is correct. Much of the previous work allowed the checker
to be invasive by modifying the inserted items and/or introducing additional read
operations. However, when the checker is more realistically restricted to being com-
pletely passive, and can only observe, the problem becomes that of understanding
the (streaming) complexity of recognizing valid transcripts. For instance, we define
pq to be the language of valid transcripts of priority queue operations that start and
end with an empty queue. One can similarly define languages stack and deque

(for double-ended queues). The invasive protocols of [5] typically modified the input
items by attaching a “timestamp” to each inserted item, and this suggests variant
languages pq-ts, stack-ts, and deque-ts, where each extraction is augmented by
the timestamp of its corresponding insertion. Though we briefly discuss these variant
languages towards the end of this paper, we consider the languages without auxiliary
information to be more natural from a theoretical point of view and more applicable
from a practical point of view.

We present new algorithms for these basic memory checking languages: we show
that pq, stack, and deque can each be recognized in Õ(

√
N) space and one pass.

On the lower bound side, Theorem 1.1 and multi-ai again come into play, giving
Ω(
√
N) bounds for each of these problems, even allowing multiple passes over the

transcript. We observe that our upper bound for pq strengthens the Õ(
√
N) bound
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of Chu, Kannan, and McGregor [11] for pq-ts. This strengthening is significant, for
timestamps can radically simplify problems: we note that stack-ts can be recognized
in just O(logN) space, in marked contrast to stack.

Highlights. Since we view Theorem 1.1 as our most important technical contri-
bution, we first give a careful exposition of its proof in section 2. The main technical
hurdle in this proof is dealing with the fact that Alice and Bob share some of the input,
which breaks the useful “rectangle property.” (This is reminiscent of number-on-the-
forehead communication [10], where input sharing makes strong lower bounds rather
hard to prove.) The highlight of our proof is the fat transcript lemma (Lemma 2.6),
with its careful interplay between a suitably weakened rectangle property (Lemma 2.5)
and the information cost measure.

After a brief discussion (section 3) of the direct sum theorem and its implications
for multi-ai, we address language recognition in section 4. The highlight of this sec-
tion is our algorithm for recognizing the language pq. The ingenuity of the algorithm
is that, rather than determining whether the interaction sequence is valid directly,
the algorithm conceptually reorders inserts and extracts (in addition to some actual
“local” reordering) in such a way that the new sequence is valid if and only if the orig-
inal sequence is valid. This reordering procedure is designed such that small-space
fingerprinting methods can be used to capture the state of the priority queue in a way
they could not necessarily have been used for the original sequence.

Related work. Independently of our work, and concurrent with the first announce-
ment of our results [6], Jain and Nayak [16] presented an alternate proof of the main
lower bound result in this paper. The lower bounds in these first announcements were
each slightly worse (in incomparable ways) than what we show here. However, after
subsequent refinements [7, 17], the bounds now agree.

2. Augmented index and an information cost tradeoff. Let ai = ain

(short for augmented-index) denote the communication problem where Alice re-
ceives a string x ∈ {0, 1}n, and Bob receives an index k ∈ [n], the length-(k−1) prefix
of x, which we denote by x1: k−1, and a check bit c ∈ {0, 1}, and the goal is to output
ai(x, k, c) := xk ⊕ c, i.e., to output 1 iff xk 
= c.

We now formalize the notion of information cost. For this, we consider the most
general model of randomization in communication protocols: the parties may share
a public coin, and separately, each party may have its own private coin. Let P be
such a randomized protocol for ai, let ξ be a distribution on {0, 1}n × [n] × {0, 1}
(effectively, a distribution on legal inputs to P ), and let (X,K,C) ∼ ξ. Let R denote
the public random string used by P , and let T denote the transcript of messages sent
by Alice and Bob (including the final output bit) in response to this random input
(X,K,C): note that, in general, T depends on X,K,C,R and the (unnamed) private
random strings of the players. We define the information cost of P under ξ to be a
pair of real numbers (icostAξ (P ), icost

B
ξ (P )) defined as follows:

(1) icostAξ (P ) := I(T : X | X1:K−1,K,C,R) ; icostBξ (P ) := I(T : K,C | X,R) .

Here, I(Y1 : Y2 | Y3) is standard notation for conditional mutual information.
Notice that these quantities reflect the amount of information that Alice reveals to
Bob (and vice versa), through the transcript, about the portion of the input he does
not see. In the above definition, the conditioning on R is crucial, for otherwise it is
simple to make these costs equal zero (e.g., by XOR-ing every message with R). It
follows from the basics of information theory that, regardless of the choice of ξ, these
costs are bounded from above by the number of bits communicated by Alice and Bob,
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respectively, in P . Thus, a tradeoff lower bound on information cost is a stronger
statement than a similar tradeoff on numbers of bits communicated. We now turn to
the choice of input distribution.

Definition 2.1. We let μ denote the uniform distribution on {0, 1}n×[n]×{0, 1}.
For (X,K,C) ∼ μ, we let μ0 := μ | (XK = C). Note that Eμ[ai(X,K,C)] =

1
2 ,

whereas Eμ0 [ai(X,K,C)] = 0. Thus, intuitively, μ is a hard distribution for ai,
whereas μ0 is an easy distribution.

We are now ready to state our main theorem. But first, we give a technical lemma
that is useful in formalizing some averaging arguments in its proof.

Lemma 2.2. Consider functions f1, . . . , fL : D → R
+, and numbers b1, . . . , bL ∈

R
+, where L > 0 is an integer and D is a finite domain. Let Z be a random variable

taking values in D. Then

∀ i ∈ [L] E[fi(Z)] ≤ bi =⇒ ∃ z ∈ D ∀ i ∈ [L] fi(z) ≤ Lbi .

Proof. Choose z to minimize g(z) :=
∑

i: bi>0 fi(z)/bi, and observe that E[g(Z)] ≤
L, so that g(z) ≤ L. Now pick any i ∈ [L]. If bi = 0, then clearly fi(z) = 0. Else,
fi(z)/bi ≤ g(z) ≤ L.

Theorem 2.3 (main theorem; formal version of Theorem 1.1). There exists a
constant ε such that if P is a randomized protocol for ain with error at most ε under
μ, then either icostAμ0

(P ) = Ω(n) or icostBμ0
(P ) = Ω(1). In particular, the same

dichotomy holds if P has worst-case two-sided error at most ε.
Proof. We split this proof into two parts. First, assuming the contrary, we zoom

in on a specific setting of the public random string of P and a single transcript that
has certain “fatness” properties that play a role analogous to the “large rectangles”
seen in elementary communication complexity. This part of the proof is reminiscent
of arguments in Pǎtraşcu’s proof of the lopsided set disjointness lower bound [24].
Next, and more interestingly, we use these fatness properties to derive a contradiction
in Lemma 2.6. Throughout the proof and the rest of this section, we tacitly assume
that n is large enough.

Assume, to the contrary, that for every choice of constants ε, δ1, and δ2, there
exists an ε-error protocol P ∗ for ai with icostAμ0

(P ∗) ≤ δ1n and icostBμ0
(P ∗) ≤ δ2.

To write these conditions formally, let T ∗ denote the transcript of P ∗ (which uses a
public random string R) on input (X,K,C) ∼ μ; we will condition on XK = C when
necessary to effectively change the input distribution to μ0. We adopt the convention
that a transcript, t, also specifies its final output bit, out(t). We then have

Pr[out(T ∗) 
= ai(X,K,C)] ≤ ε ,

I(T ∗ : X | X1:K−1,K,C,R,XK = C) ≤ δ1n ,

I(T ∗ : K,C | X,R,XK = C) ≤ δ2 .

These three inequalities can be interpreted as bounding the expectations of three
nonnegative functions of the random string R. Any particular setting of R reduces
P ∗ to a private-coin protocol. Thus, applying Lemma 2.2 to these three inequalities,
we see that there exists a private-coin protocol P for ai such that if T denotes the
transcript of P on input (X,K,C) ∼ μ, then

Pr[out(T ) 
= ai(X,K,C)] ≤ 3ε ,(2)

I(T : X | X1:K−1,K,C,XK = C) ≤ 3δ1n ,(3)

I(T : K,C | X,XK = C) ≤ 3δ2 .(4)
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A straightforward calculation shows that H(X | X1:K−1,K,C,XK = C) = (n −
1)/2 and that H(K,C | X,XK = C) = logn. Thus, by the characterization of mutual
information in terms of entropy, we can rewrite (3) and (4) as

(n− 1)/2−H(X | T,X1:K−1,K,C,XK = C) ≤ 3δ1n ,(5)

logn−H(K,C | T,X,XK = C) ≤ 3δ2 .(6)

Definition 2.4. Let ν denote the distribution of T , and let ν0 := ν | (XK = C).
For a specific transcript t, let ρt denote the distribution μ | (T = t).

We can interpret (5) and (6) as bounding the expectations of appropriate functions
of a random transcript distributed according to ν0. Inequality (2), though, is not of
this form, since there is no conditioning on (XK = C); instead, it says

(7) ET∼ν

[
Pr(X′,K′,C′)∼ρT

[out(T ) 
= ai(X ′,K ′, C′)]
]
≤ 3ε .

Since we have Pr[XK = C] = 1
2 , every transcript t satisfies ν0(t) ≤ 2ν(t). Thus,

switching the distribution in the outer expectation from ν to ν0 can at most double
the left-hand side. In other words, we have

(8) ET0∼ν0

[
Pr(X′,K′,C′)∼ρT0

[out(T0) 
= ai(X ′,K ′, C′)]
]
≤ 6ε .

Finally, we can say that transcripts drawn from ν0 typically output “0”, because

(9) PrT0∼ν0 [out(T0) 
= 0] = Pr[out(T ) 
= ai(X,K,C) | XK = C] ≤ 6ε ,

where the final step uses (2). By another averaging argument, applying Lemma 2.2 to
the four inequalities (5), (6), (8), and (9), we conclude that there exists a transcript
t such that

(n− 1)/2−H(X | X1:K−1,K,C,XK = C, T = t) ≤ 12δ1n ,

logn−H(K,C | X,XK = C, T = t) ≤ 12δ2 ,

Pr(X′,K′,C′)∼ρt
[out(t) 
= ai(X ′,K ′, C′)] ≤ 24ε ,

out(t) = 0 .

However, by the fat transcript lemma (Lemma 2.6), it follows that no transcript can
simultaneously satisfy the above four conditions. This completes the proof.

At this point, we need to understand what is special about the distributions ρt
(from Definition 2.4), given that they arise from transcripts of private-coin commu-
nication protocols. The key fact we need here is the so-called rectangle property of
deterministic communication protocols [20, Chapter 1]. More specifically, we need its
extension to private-coin randomized protocols, as used, e.g., by Bar-Yossef et al. [4,
Lemma 6.7].

However, there is a complication here due to the fact that Alice and Bob share
some information. Had Bob not received any part of Alice’s input, ρt would have
been a product of a distribution on values of x and another distribution on values of
(k, c). But because Bob does, in fact, start out knowing x1: k−1, we can only draw the
weaker conclusion given in the following lemma.

Lemma 2.5. Let X = {0, 1}n and Y = {(w, k, c) ∈ {0, 1}∗ × [n] × {0, 1} : |w| =
k − 1}. Let P be a private-coin protocol in which Alice receives a string x ∈ X
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while Bob receives (w, k, c) ∈ Y, with the promise that w = x1: k−1. Then, for every
transcript t of P , there exist functions pA,t : X → R

+ and pB,t : Y → R
+ such that

∀ (x, k, c) ∈ {0, 1}n × [n]× {0, 1} : ρt(x, k, c) = pA,t(x) · pB,t(x1:k−1, k, c) .

Proof. Let T be the set of all possible transcripts of P , and let T be a random
transcript of P on input (X,K,C) ∼ μ. By the rectangle property for private-
coin protocols (Lemma 6.7 of [4]), there exist mappings qA : T × X → R

+ and
qB : T × Y → R

+ such that

Pr[T = t | (X,K,C) = (x, k, c)] = qA(t;x) · qB(t;x1:k−1, k, c) .

Recall that μ is just a uniform distribution. In particular, it decomposes as μ(x, k, c) =
μA(x)μB(k, c). Thus, by Bayes’s theorem,

ρt(x, k, c) =
μ(x, k, c) · Pr[T = t | (X,K,C) = (x, k, c)]

Pr[T = t]

=
μA(x)·μB(k, c)·qA(t;x)·qB(t;x1:k−1, k, c)

Pr[T = t]
.

Now set

pA,t(x) := μA(x) · qA(t;x)/Pr[T = t] ,

pB,t(w, k, c) := μB(k, c) · qB(t;w, k, c) .

We now state the promised lemma that, as shown above, finishes the proof of
Theorem 2.3. We alert the reader that, from here on, the distribution of (X,K,C)
is no longer uniform; instead, we condition the uniform distribution on a specific
transcript.

Lemma 2.6 (fat transcript lemma). There exist positive real constants ε1, δ3,
and δ4 such that, for every transcript t of a private-coin communication protocol for
ai, with out(t) = 0, we have the following. Let (X,K,C) ∼ ρt. Then the following
conditions do not hold simultaneously:

H(X | X1:K−1,K,C,XK = C) ≥ (1/2− δ3)n ,(10)

H(K,C | X,XK = C) ≥ logn− δ4 ,(11)

E[ai(X,K,C)] ≤ ε1 .(12)

Proof. Suppose, to the contrary, that (10), (11), and (12) do hold for every choice
of ε1, δ3, and δ4. Since C is determined by X and K whenever the condition XK = C
holds, the left-hand side of (11) equals H(K | X,XK = C). We now expand (12). In
what follows, we use notation of the form “u0v” to denote the concatenation of the
string u, the length-1 string “0”, and the string v.

E[ai(X,K,C)] =

n∑
k=1

∑
x∈{0,1}n

∑
c∈{0,1}

ρt(x, k, c) · ai(x, k, c)

=
n∑

k=1

∑
u∈{0,1}k−1

∑
b∈{0,1}

∑
v∈{0,1}n−k

∑
c∈{0,1}

ρt(ubv, k, c) · ai(ubv, k, c) .(13)

Let pA = pA,t and pB = pB,t be the functions given by Lemma 2.5. Let ρ̂t
denote the distribution ρt | (XK = C) and λ denote the distribution of (X,K)
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conditioned on (XK = C); i.e., let λ(x, k) = ρ̂t(x, k, 0) + ρ̂t(x, k, 1). Equivalently,
λ(x, k) = ρ̂t(x, k, xk), because the other term is zero. Observe that for every triple
(x, k, c), we have

ρt(x, k, c) ≥ Pr[XK = C] · ρ̂t(x, k, c) ≥ (1− ε1)ρ̂t(x, k, c) ,
where the last step uses (12). Now, noting that ai(ubv, k, c) = 1 iff b 
= c, we can
manipulate (13) as follows, using the above inequality at step (14):

E[ai(X,K,C)] =

n∑
k=1

∑
u∈{0,1}k−1

∑
v∈{0,1}n−k

(
ρt(u0v, k, 1) + ρt(u1v, k, 0)

)

=

n∑
k=1

∑
u∈{0,1}k−1

∑
v∈{0,1}n−k

(
pA(u0v) · pB(u, k, 1)

+ pA(u1v) · pB(u, k, 0)
)

=

n∑
k=1

∑
u∈{0,1}k−1

(
pB(u, k, 1)

∑
v∈{0,1}n−k

pA(u0v)

+ pB(u, k, 0)
∑

v∈{0,1}n−k

pA(u1v)

)

≥
n∑

k=1

∑
u∈{0,1}k−1

(
pB(u, k, 0) + pB(u, k, 1)

)

· min

⎧⎨⎩ ∑
v∈{0,1}n−k

pA(u0v),
∑

v∈{0,1}n−k

pA(u1v)

⎫⎬⎭
≥ (1− ε1)

n∑
k=1

∑
u∈{0,1}k−1

min

⎧⎨⎩ ∑
v∈{0,1}n−k

(
ρ̂t(u0v, k, 0) + ρ̂t(u0v, k, 1)

)
,

∑
v∈{0,1}n−k

(
ρ̂t(u1v, k, 0) + ρ̂t(u1v, k, 1)

)⎫⎬⎭(14)

= (1− ε1)
n∑

k=1

∑
u∈{0,1}k−1

min

⎧⎨⎩ ∑
v∈{0,1}n−k

λ(u0v, k),
∑

v∈{0,1}n−k

λ(u1v, k)

⎫⎬⎭ .(15)

Let α : {0, 1}n → [0, 1] and β : [n] → [0, 1] be the marginals of λ, i.e., α(x) :=∑n
k=1 λ(x, k) and β(k) :=

∑
x∈{0,1}n λ(x, k). We now make two crucial observations

about these distributions, which follow from Pinsker’s inequality, stated below.
Fact 1 (Pinsker’s inequality; see, e.g., [12, Lemma 12.6.1]). Let μ1, μ2 be two

probability distributions. Then ‖μ1 − μ2‖1 ≤
√
(2 ln 2) ·DKL(μ1 ‖ μ2), where DKL

denotes the Kullback–Leibler divergence.
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Claim 1. We have ‖λ − α ⊗ β‖1 =
∑

x∈{0,1}n

∑n
k=1 |λ(x, k) − α(x)β(k)| ≤√

(2 ln 2) · δ4.
Proof. Using the characterization of mutual information in terms of Kullback–

Leibler divergence, we get

DKL(λ ‖ α⊗ β) = I(K : X | XK = C)

= H(K | XK = C)−H(K | X ,XK = C) ≤ δ4 ,

where the last step uses (11) and the basic fact that H(K | XK = C) ≤ log n. The
claim now follows from Pinsker’s inequality.

Claim 2. We have
∑n

k=1 |β(k)− 1/n| ≤
√
(2 ln 2) · δ4.

Proof. Relax (11) to H(K | XK = C) ≥ logn − δ4. Let γ denote the uniform
distribution on [n]. Then we have DKL(β ‖ γ) =

∑
k∈[n] β(k) log(nβ(k)) = logn −

H(K | XK = C) ≤ δ4. Now apply Pinsker’s inequality.

Let δ5 :=
√
(2 ln 2) · δ4. Using Claim 1 to estimate the expression (15), keeping

in mind that any particular λ(x, k) term appears at most once in the summation, we
get

E[ai(X,K,C)]

1− ε1
≥

n∑
k=1

β(k)
∑

u∈{0,1}k−1

min

⎧⎨⎩ ∑
v∈{0,1}n−k

α(u0v),
∑

v∈{0,1}n−k

α(u1v)

⎫⎬⎭− δ5 .(16)

For each k ∈ [n], define the probability distribution α̂k on {0, 1}k−1 by

α̂k(u) :=
∑

w∈{0,1}n−k+1

α(uw) = Pr[X1: k−1 = u | XK = C] .

Let Hb : [0, 1] → [0, 1] denote the binary entropy function, i.e., Hb(z) := −z log z −
(1 − z) log(1 − z). Let H−1

b : [0, 1] → [0, 12 ] denote the (well-defined) inverse of this
function. Observe that if Z is a binary random variable, then min{Pr[Z = 0],Pr[Z =
1]} = H−1

b (H(Z)). Using all this, we obtain

min

⎧⎨⎩ ∑
v∈{0,1}n−k

α(u0v),
∑

v∈{0,1}n−k

α(u1v)

⎫⎬⎭
= α̂k(u) ·min

{
α̂k+1(u0)

α̂k(u)
,
α̂k+1(u1)

α̂k(u)

}
= α̂k(u) · H−1

b

(
H(Xk | X1: k−1 = u ,XK = C)

)
.(17)
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Plugging this back into (16), we obtain

E[ai(X,K,C)]

1− ε1
+ δ5

≥
n∑

k=1

β(k)
∑

u∈{0,1}k−1

α̂k(u) ·H−1
b

(
H(Xk | X1: k−1 = u ,XK = C)

)

≥
n∑

k=1

1

n

∑
u∈{0,1}k−1

α̂k(u) ·H−1
b

(
H(Xk | X1: k−1 = u ,XK = C)

)
− δ5(18)

≥ H−1
b

⎛⎝ n∑
k=1

1

n

∑
u∈{0,1}k−1

α̂k(u) ·H(Xk | X1: k−1 = u ,XK = C)

⎞⎠− δ5(19)

= H−1
b

(
n∑

k=1

1

n
·H(Xk | X1: k−1 , XK = C)

)
− δ5

= H−1
b

(
H(X | XK = C)

n

)
− δ5 ,(20)

where (18) uses Claim 2, (19) follows from Jensen’s inequality, using the convexity of
H−1

b , and (20) uses the chain rule for entropy. By relaxing (10), we have H(X | XK =
C) ≥ (1/2 − δ3)n. Using this and (12), and the fact that H−1

b is increasing, we now
obtain

ε1
1− ε1

+ δ5 ≥ H−1
b (1/2− δ3)− δ5 .

Recall that δ5 =
√
(2 ln 2) · δ4. By choosing ε1, δ3, and δ4 small enough, we can

make the left-hand side of the above inequality approach zero and the right-hand side
approach H−1

b (1/2) > 0, and we finally have our contradiction.

3. A direct sum argument. Let multi-aim,n denote the following communi-
cation problem, involving 2m players A1, B1, . . . , Am, Bm. Each Ai receives a string
xi ∈ {0, 1}n, and each Bi receives an integer ki ∈ [n], a bit ci ∈ {0, 1}, and the
length-(ki − 1) prefix xi1: ki−1 of xi. The players wish to compute the predicate∨m

i=1 ain(x
i, ki, ci). The players may use private random strings and a common public

random string, and use p rounds, where each round consists of a player sending an
s-bit message privately to the next player in the following sequence:

A1 → B1 → A2 → B2 → · · · → Am → Bm → Am → Am−1 → · · · → A1 .

At the end of these p rounds, A1 must announce the answer, which is required to be
correct with probability at least (1 − ε) on each possible input. Call such a protocol
a [p, s, ε]-protocol. Our main goal in this section is to combine the main theorem
(Theorem 2.3) with a direct sum argument that relates the information complexities
of multi-ai and ai, thereby proving the following lower bound.

Theorem 3.1. All [p, s, 13 ]-protocols for multi-aim,n satisfy ps = Ω(min{m,n}).
This theorem is easily seen to be near-optimal via the following two protocols. In

the first protocol, each Ai communicates �n/p� bits of xi to the next player, Bi. By
the pth round, every Bi will have determined ain(x

i, ki, ci). In the second protocol,
the values of (ki, ci) for �m/p� values of i are forwarded to the corresponding Ai
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players who can then determine ain(x
i, ki, ci). By the pth round, every ain(x

i, ki, ci)
is determined. By picking the better of these two protocols for the particular setting
of m and n we ensure that s = O(min{n/p,m logn/p}).

Notice that the augmented index problem studied in section 2 satisfies ain =
multi-ai1,n. Intuitively, a protocol for multi-aim,n must solve m independent ai

instances and thus must use about m times the communication that a single instance
requires. To prove Theorem 3.1, we formalize this intuition as a direct sum theo-
rem, which we can prove using a suitable refinement of the information complexity
paradigm [9]. To state this direct sum theorem, we need a suitable notion of informa-
tion cost for protocols solving multi-ai. Let Q be a [p, s, ε]-protocol for multi-aim,n.
Let ξ be a distribution on inputs to Q, and let Mm denote the sequence of messages
sent by player Bm when Q is run on a random input 〈(X i,Ki, Ci)〉mi=1 ∼ ξ, using a
public random string R. We strategically define the information cost of Q under ξ to
be

(21) icostξ(Q) := I(Mm : K1, C1, . . . ,Km, Cm | X1, . . . , Xm, R) .

It is worth noting that when m = 1, i.e., when we are considering a protocol for
ai, this definition specializes to that of icostBξ (Q) in (1). This may not be obvious,
because (1) considers the information in a transcript, whereas (21), specialized to
m = 1, considers only the information in Bob’s messages. However, the following
lemma, which is interesting in its own right, proves that the two notions are equivalent.

Lemma 3.2. Let P be a communication protocol involving two players, Alice and
Bob, who share a public random string R in addition to their private random strings.
Let T denote the transcript of P when Alice receives input X and Bob receives Y
from an arbitrary input distribution. Let A and B denote the portions of T that are
communicated by Alice and Bob, respectively. Then

I(T : X | Y,R) = I(A : X | Y,R) and I(T : Y | X,R) = I(B : Y | X,R) .

Proof. By the chain rule for mutual information, we have

I(T : X | Y,R) = I(AB : X | Y,R) = I(A : X | Y,R) + I(B : X | A, Y,R) .

Since Bob’s messages are just some function of A, Y,R, and his private coins, for any
fixed setting of A, Y,R, we have that B and X are independent. Thus, I(B : X |
A, Y,R) = 0. Similarly, we can show that I(T : Y | X,R) = I(B : Y | X,R).

The following theorem formalizes the direct sum argument we use. We note
that it is a straightforward generalization, to multiple rounds, of a similar theorem
of Magniez, Mathieu, and Nayak [21], which applied only to restricted families of
one-round protocols. For completeness, we give a full proof.

Theorem 3.3 (direct sum theorem for ai). Suppose there exists a [p, s, ε]-protocol
Q for multi-aim,n. Then there exists an ε-error randomized protocol P for ai in which
Alice sends at most ps bits in total such that

m · icostBμ0
(P ) ≤ icostμ⊗m

0
(Q) ,

where μ0 is as in Definition 2.1 and μ⊗m
0 denotes the m-fold product of μ0 with itself.

Proof. Using Q, we can derive a family, {Pj}j∈[m], of protocols for ai, using
the following simulation. Suppose Alice and Bob receive inputs x and (k, c, x1:k−1),
respectively.
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1. Alice sets Aj ’s input to x and Bob sets Bj ’s input to (k, c, x1:k−1).
2. The players generate X1, X2, . . . , Xj−1, Xj+1, . . . , Xm,K1, . . . ,Kj−1 inde-

pendently and uniformly at random using public coins. They choose C1, . . . ,
Cj−1 so that X i

Ki = Ci for all i ∈ [j − 1]. This sets the input to players
A1, B1, . . . , Aj−1, Bj−1 and ensures that (X i,Ki, Ci) ∼ μ0 for all i < j.

3. Bob generates Kj+1,Kj+2, . . . ,Km independently and uniformly at random
using private coins. He chooses Cj+1, . . . , Cm so that X i

Ki = Ci for each
i ∈ {j + 1, . . . ,m}. This sets the input to players Aj+1, Bj+1, . . . , Am, Bm

and ensures that (X i,Ki, Ci) ∼ μ0 for all i > j.
4. The players now jointly simulate Q on the random input Z thus generated.

In each round the following steps take place:
(a) Alice simulates players A1, B1, . . . , Aj and sends Bob the message that

Aj would have sent to Bj .
(b) Bob simulates Bj , Aj+1, . . . , Bm and then sends Alice the message that

Bm would have sent to Am.
(c) Alice then continues the simulation of Am, . . . , A1 and moves on to the

beginning of the next round (if required), without having to communi-
cate anything.

5. At the end of the simulation, Alice outputs the answer that player A1 would
have output in Q.

Clearly, Alice communicates at most ps bits in Pj . The definition of μ0 ensures
that ai(X i,Ki, Ci) = 0 for all i 
= j, and therefore multi-ai(Z) = ai(X,K,C); thus
Pj is correct whenever Q is correct on the randomly generated input. This bounds
the worst-case error of Pj by ε. To bound the information cost of Pj , notice that
when the input to Pj is distributed according to μ0, it simulates Q on an input
that is distributed according to μ⊗m

0 . Let (Xj,Kj , Cj) denote a random input to Pj

distributed according to μ0, and let T and B denote the resulting random transcript
of Pj and Bob’s portion of this transcript, respectively. Defining Mm and R as
in (21), we see that B ≡Mm and that the public random string used by Pj is exactly
R′ = (R,X1, X2, . . . , Xj−1, Xj+1, . . . , Xm,K1, . . . ,Kj−1). Thus,

icostBμ0
(Pj) = I(T : Kj , Cj | Xj, R′)

= I(B : Kj , Cj | Xj, R′)

= I(Mm : Kj, Cj | K1, . . . ,Kj−1, X1, . . . , Xm, R) ,

where the second equality follows from Lemma 3.2. By the chain rule for mutual
information, we have

icostμ⊗m
0

(Q) = I(Mm : K1, C1, . . . ,Km, Cm | X1, . . . , Xm, R)

=

m∑
j=1

I(Mm : Kj, Cj | K1, C1, . . . ,Kj−1, Cj−1, X1, . . . , Xm, R)

=
m∑
j=1

I(Mm : Kj, Cj | K1, . . . ,Kj−1, X1, . . . , Xm, R)(22)

=
m∑
j=1

icostBμ0
(Pj) ,

where (22) holds because Xj and Kj completely determine Cj , according to the
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distribution μ0. Picking j to minimize icostBμ0
(Pj) now gives us m · icostBμ0

(Pj) ≤
icostμ⊗m

0
(Q).

We can now prove our multiround communication lower bound on multi-ai as
follows.

Proof of Theorem 3.1. Let ε be small enough for Theorem 2.3 to apply. By a
standard error reduction argument, we may assume that we have a [p, s, ε]-protocol,
Q, for multi-aim,n. From basic information theory, it follows that icostμ⊗m

0
(Q) ≤ ps.

Now, by Theorem 3.3, there exists an ε-error protocol P for ai with icostBμ0
(P ) ≤ ps/m

and in which Alice communicates at most ps bits, so that icostAμ0
(P ) ≤ ps. By

Theorem 2.3, either ps/m = Ω(1) or ps = Ω(n); i.e., ps = Ω(min{m,n}).

4. Streaming language recognition and passive memory checking. In
this section we present our results for recognizing certain languages in the data stream
model. Of particular interest is dyck(2), the language consisting of the strings of well-
balanced parentheses in two types of parentheses. Formally, when we represent “(”,
“)”, “[”, and “]” as a, ā, b, and b̄, respectively,

Definition 4.1. dyck(2) is the language generated by the context-free grammar
S → aSā | bSb̄ | SS | ε.

An important class of memory checking problems, which we call passive checking,
can also be viewed as language recognition problems in the data stream model. For
example, we define pq to be the language corresponding to transcripts of operations,
or “interaction sequences,” of a priority queue that begins and ends with an empty
queue. (Without this restriction, the resulting language would require Ω(N) space
to recognize, for simple reasons, [11, Theorem 4].) Formally, we have the following
definition.

Definition 4.2. An interaction sequence σ = σ1σ2 . . . σN is a string over the
alphabet ΣU = {ins(u), ext(u) : u ∈ [U ]} for some positive integer U . Let pq = pq(U)
be the language defined over ΣU where ins(u) is interpreted as an insertion of u into
a priority queue and ext(u) as an extraction of u from the priority queue. The state
of the queue at any step j can be represented by a multiset Mj so that

M0 = ∅ ; Mj =Mj−1 \ {min(Mj−1)} if σj = ext(v) ;(23)

Mj =Mj−1 ∪ {u} if σj = ins(u) .

Then σ ∈ pq for |σ| = N iff MN = ∅ and for all j ∈ [N ] (σj = ext(u) ⇒ u =
min(Mj−1)).

For example,

〈ins(5), ins(3), ext(3), ins(7), ext(5), ext(7)〉 ∈ pq ,

whereas 〈ins(5), ext(3), ins(3), ins(7), ext(7), ext(5)〉 
∈ pq.

4.1. Lower bounds for DYCK and PQ. We start by showing that a recognizer
for pq can also recognize dyck(2) via an online transformation. We say that a
reduction from language L to L′ is s-space streaming if it can be computed online
using total space s. It takes an input string S and produces an output string S′ such
that S′ ∈ L′ ⇐⇒ S ∈ L. Given that the main purpose of this reduction is to show
a lower bound, we will assume that the length of the dyck(2) sequence, N , is known
in advance. In the context of upper bounds (see section 4.2) we will not make this
assumption.
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Lemma 4.3. There exists an O(logN)-space stream reduction from dyck(2) to
pq(4N).

Proof. Consider a length-N string p over parentheses {a, ā, b, b̄}, and define

height(p) := | {j : pj ∈ {a, b}} | − | {j : pj ∈ {ā, b̄}} |

and height(ε) = 0. Intuitively, height measures the current height of the stack when
processing the prefix of a well-formed string of parentheses. Define the transformation
ψ by ψ(p) = φ(p1:1)φ(p1:2) . . . φ(p1:N ), where

φ(p1: i) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ins(2N − 2 height(p1: i−1)) if pi = a ,

ext(2N − 2 height(p1: i)) if pi = ā ,

ins(2N − 2 height(p1: i−1)− 1) if pi = b ,

ext(2N − 2 height(p1: i)− 1) if pi = b̄ .

For example, we have

ψ( 〈a, a, ā, b, b̄, ā〉 ) = 〈ins(12), ins(10), ext(10), ins(9), ext(9), ext(12)〉 .

The above transformation can be done in O(logN) space, since it is sufficient
to maintain the height of the last two elements. Furthermore, ψ(p) is defined over
the alphabet Σ4N , since for any arbitrary string p of N parentheses, we have −N <
height(p1:N−1) < N .

We now argue that p ∈ dyck(2) iff ψ(p) ∈ pq. For notational convenience, we first
define ψ(p|p′) = φ(p′p1:1)φ(p′p1:2) . . . φ(p′p1:|p|) and note that ψ(p′p) = ψ(p′)ψ(p|p′).

We first argue that p ∈ dyck(2) ⇒ ψ(p) ∈ pq by induction on the length of
p. We may decompose p = p1cc̄p2, where c ∈ {a, b} and h = height(p1) is maximal
over all such decompositions. Without loss of generality assume c = b. Note that
p1p2 ∈ dyck(2) and hence, by induction, ψ(p1p2) = ψ(p1)ψ(p2|p1) ∈ pq. But observe
that

ψ(p) = ψ(p1)ψ(bb̄|p1)ψ(p2|p1bb̄) = ψ(p1)ψ(bb̄|p1)ψ(p2|p1) ,

which is in pq because ψ(p1)ψ(p2|p1) ∈ pq and ψ(bb̄|p1) = ins(2N − 2h− 1) ext(2N −
2h− 1), where 2N − 2h− 1 ≤ {u : ins(u) ∈ ψ(p1)}. Since h is maximal, 2N − 2h− 1
is indeed the smallest value when it is extracted.

Next, we argue that p /∈ dyck(2) ⇒ ψ(p) /∈ pq. Since p /∈ dyck(2), a standard
characterization of the language implies that one of the following cases holds.

Case 1. height(p1:N ) 
= 0. In this case, there are different numbers of extracts and
inserts in ψ(p), and hence ψ(p) /∈ pq, since each open parenthesis maps onto
an insert and each close parenthesis maps onto an extract.

Case 2. height(p1: i) < 0 for some i ∈ [N ]. In this case, there are more extracts
than inserts in a prefix of ψ(p), and hence ψ(p) /∈ pq.

Case 3. There exists a smallest j such that, for some i < j, the following conditions
hold:
1. height(p1: i−1) = height(p1: j) =: h.
2. p1: j−1 is a prefix for a string in dyck(2), and hence ψ(p1: j−1) is a prefix

for a string in pq.
3. (pi, pj) = (a, b̄) or (pi, pj) = (b, ā).
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Since ψ(p1: j−1) is a prefix for a string in pq, we can consider the state,Mj−1,
of the priority queue after the interaction sequence ψ(p1: j−1) as defined in
Definition 4.2. Note thatMj−1 contains at most one element from {2N−2k−
1, 2N− 2k} for each k (else j was not the minimal choice). If (pi, pj) = (b, ā),
then 2N − 2h − 1 ∈ Mj−1. But φ(p1: j) = ext(2N − 2h), and we therefore
deduce that ψ(p) /∈ pq. If (pi, pj) = (a, b̄), then 2N − 2h ∈ Mj−1 and hence
2N − 2h − 1 /∈ Mj−1. Since φ(p1: j) = ext(2N − 2h − 1), we deduce that
ψ(p) /∈ pq.

Our first result on the complexity of stream language recognition uses Theorem
3.1 to resolve the conjecture of Magniez, Mathieu, and Nayak [21] regarding the
multipass complexity of dyck(2) and pq.

Theorem 4.4 (multipass lower bounds for dyck and pq). Let L denote ei-
ther dyck(2) or pq(N). Suppose there exists a 1

3 -error, p-pass, s-space, randomized

streaming algorithm that recognizes L on length-N streams. Then ps = Ω(
√
N).

Proof. Using the reduction of Magniez, Mathieu, and Nayak [21], an ε-error p-
pass randomized streaming algorithm for dyck(2) that uses s bits of space on streams
of length Θ(mn) can be turned into a [p, s, ε]-protocol for multi-aim,n. One can
similarly reduce multi-aim,n to pq(N); this was implicitly claimed without proof
in [21]. Alternatively, Lemma 4.3 gives an explicit reduction from multi-aim,n to pq

via dyck(2). To complete the proof, we combine these reductions with Theorem 3.1,
setting m = n.

Unidirectional versus bidirectional passes. As noted earlier, dyck(2) can be rec-
ognized in O(log2N) space using two passes, one in each direction. On the other hand,
the above theorem implies that achieving polylog(n) space with only unidirectional

access to the input would require Ω̃(
√
N) passes. To the best of our knowledge, this is

the first explicit demonstration of such a strong separation between these two natural
data stream models. More recently, François and Magniez [15] have demonstrated
that it is also possible to recognize the language pq in O(log2N) space using two
passes, one in each direction. Given our lower bound in Theorem 4.4, this provides
another example of the separation.

4.2. Passive checking of priority queues. Given the connection between
pq and dyck(2) shown in Lemma 4.3, one might hope to adapt the algorithms of
[21] to this problem. However, there seems to be no such easy reduction in this
direction. For intuition, observe that dyck(2) has a much stricter requirement on the
permitted strings: if its second half consists of close-parentheses only, then its first
half is uniquely determined. On the other hand, in pq, one can find (N/2)! sequences
consisting of N/2 insertions followed by N/2 extractions that all agree on the second
half. This suggests that the two languages are quite different.

We therefore give a novel algorithm that leads to the following theorem, which is
the main upper bound result in this paper.

Theorem 4.5. We can recognize the language pq in one pass, using O(
√
N(logU+

logN)) bits of space: an input σ ∈ pq is accepted with certainty, and an input σ 
∈ pq

is rejected with probability ≥ 1− 1/N2.
Overview of the algorithm. We first present an O(Ur(logU + logN)) space algo-

rithm for the case when the input string can be decomposed as

σ = σE1σI1σE2σI2 . . . σErσIr ,

where σEi is a sequence of extracts and σIi is a sequence of inserts. We refer to σEiσIi

as the ith epoch of the string and note that, for sufficiently large r, any σ is of this
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Algorithm 1. pq-check

1: input σ = σE1σI1σE2σI2 . . . σErσIr , where σE1 = σIr = ∅
2: for k ∈ {1, . . . , r}, u ∈ {1, . . . , U}, do f [k] ← 0, X [k, u] ← 0, Y [k, u] ←

0, Z[k, u]← 0
3: for i ∈ {1, . . . , r} do
4: for ext(u) ∈ σEi do
5: �← min{k : f [k] ≤ u}
6: Y [�, u]← Y [�, u] + 1
7: Z[�, u]← max(Y [�, u], Z[�, u])
8: for 1 ≤ k < i do f [k]← max(u, f [k])
9: end for

10: for ins(u) ∈ σIi do
11: �← min{k : f [k] ≤ u}
12: if f [�] < u then X [�, u]← X [�, u] + 1
13: if f [�] = u then Y [�, u]← Y [�, u]− 1
14: end for
15: end for
16: if X 
= Z or X 
= Y then reject else accept

form. After presenting the full space algorithm, we show how to transform σ such
that r = O(

√
N) and, subsequently, how to reduce the space to Õ(

√
N). Finally, a

necessary condition for σ ∈ pq is that the extracts in each σEi are in ascending order
and that σE1 = σIr = ∅. Since both conditions are easily verified, we assume that
they are satisfied.

We present the algorithm pq-check as Algorithm 1. We first describe its prop-
erties informally, before proceeding to a more formal analysis.

1. For each epoch k, pq-check maintains a value f [k] that is the maximum value
that has been extracted after the kth epoch. In particular, at the very start of the
ith epoch, f [i− 1] = 0.

2. Each insert/extract of u is assigned to the earliest epoch “consistent” with the
current f values maintained by pq-check, i.e., � = min{k : f [k] ≤ u}. Each
ext(u) ∈ σEi is assigned to an epoch between 1 and i− 1 (this follows because the
extracts in σEi are in increasing order and f [i− 1] equals 0 when the first extract
in σEi is processed), while each ins(u) ∈ σIi is assigned to an epoch between 1 and
i. Importantly, for σ ∈ pq, each ext(u) will be assigned to the same epoch as the
most recent ins(u).

3. The algorithm maintains arrays X,Y , and Z to track information about occur-
rences of item u assigned to epoch k (we later use hashing techniques to reduce
the size of this information). Informally, X tracks the number of insertions of u
assigned to epoch k before the first extraction of u that is assigned to epoch k,
while Y tracks the number of extractions of u assigned to epoch k minus the num-
ber of insertions of u assigned to epoch k from the first extraction of u assigned
to epoch k onwards. A necessary condition is that these two counts should agree.
However, this counting alone fails to detect extractions of u that appear before the
corresponding insertions. Therefore, Z is used to identify the maximum “balance”
of u during epoch k. This should also match X if the sequence is correct, and we
later show that these are sufficient conditions to check membership in pq.

Define ft(k) = max{u : σi = ext(u), |σE1 . . . σIk | + 1 ≤ i ≤ t}. For u ∈ [U ] and
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t ∈ [N ], define b(t, u) = min{k : ft(k) ≤ u}. Given an interaction sequence σ and
u ∈ [U ], define

cnt(σ, u) := |{t : σt = ins(u)}| − |{t : σt = ext(u)}| .

Lemma 4.6. After processing the tth element, Algorithm 1 has computed f [k] =
ft(k), i.e., the maximum value extracted after the end of the kth epoch. For all k,
f [k] is nondecreasing as t increases.

Proof. Observe that Algorithm 1 updates f [k] only in line 8, for k < i, where the
current epoch is the ith epoch. The equivalence of f [k] and ft(k) follows immediately
by an inductive argument over t. f [k] = ft(k) is seen to be nondecreasing by inspection
of the definition of ft(k).

Lemma 4.7. Let Xt(k, u), Yt(k, u), and Zt(k, u) denote the values of X [k, u],
Y [k, u], and Z[k, u] after processing the tth element. Assume that the first t elements
of the interaction sequence are a prefix of some interaction sequence in pq, i.e., for all
j ∈ [t], (σj = ext(v) =⇒ v = min(Mj−1)), where {Mj}Nj=0 is the family of multisets
defined in (23). Then, for any u ∈ [U ] and k = b(t, u), we have

cnt(σ1: t, u) = Xt(k, u)− Yt(k, u) ,

and for k < b(t, u), Xt(k, u) = Yt(k, u).
Proof. Let u ∈ [U ] be an arbitrary element. We proceed by induction on t. The

lemma is true for t = 0, where X0(k, u) = Y0(k, u) = 0 for all k, u. For the inductive
step with k = b(t− 1, u), there are four cases to consider:

1. Case σt = ins(u). In this case b(t− 1, u) = b(t, u) = k. Therefore,

cnt(σ1: t, u) = cnt(σ1: t−1, u) + 1 = 1 +Xt−1(k, u)− Yt−1(k, u)

= Xt(k, u)− Yt(k, u) .

The last step follows whether or not ft(b(t − 1, u)) = u (lines 12 and 13 in
Algorithm 1).

2. Case σt = ext(u). In this case b(t− 1, u) = b(t, u) = k. Therefore,

cnt(σ1: t, u) = cnt(σ1: t−1, u)− 1 = Xt−1(k, u)− (Yt−1(k, u) + 1)

= Xt(k, u)− Yt(k, u) .

3. Case σt = ins(v) for v 
= u or σt = ext(v) for v < u. In this case b(t− 1, u) =
b(t, u) = k. Therefore,

cnt(σ1: t, u) = cnt(σ1: t−1, u) = Xt−1(k, u)− Yt−1(k, u) = Xt(k, u)− Yt(k, u) .

4. Case σt = ext(v) for u < v. In this case we know that cnt(σ1: t−1, u) = 0. As-
sume it was not: then either there is a minimal prefix of σ for some j such that
cnt(σ1: j , u) < 0, which implies that σj = ext(u) but u 
= min(Mj−1); or else
cnt(σ1: t−1, u) > 0, which implies that v 
= min(Mt−1), since min(Mt−1) ≤
u < v. Either way, we contradict our assumption on σ. Therefore,

cnt(σ1: t, u) = cnt(σ1: t−1, u) = Xt−1(b(t− 1, u), u)− Yt−1(b(t− 1, u), u)

= Xt(b(t− 1, u), u)− Yt(b(t− 1, u), u) .

If b(t− 1, u) = b(t, u), we are done, but it is possible that b(t− 1, u) 
= b(t, u).
This is because following this extraction, for all 1 ≤ � < i, we set f [�] to
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max(f [�], v) > u, which forces b(t, u) = i, where i is the current epoch. But
then Xt(b(t, u), u) = Yt(b(t, u), u) = 0, since no inserts or extracts of u can
yet have been associated with epoch i. Hence, even if b(t − 1, u) 
= b(t, u),
cnt(σ1: t, u) = Xt(k, u)− Yt(k, u) for k = b(t, u).

In all cases, for k < b(t− 1, u), we observe that Algorithm 1 does not modify X [k, u]
or Y [k, u] and these are already equal by the induction hypothesis. If k = b(t−1, u) <
b(t, u), then, as reasoned in case 4 above, we haveXt(k, u) = Yt(k, u) as required.

Theorem 4.8. If σ /∈ pq, Algorithm 1 rejects; else it accepts.

Proof. If σ /∈ pq, consider the minimum t such that σt = ext(u) and u 
=
min(Mt−1). Let k = b(t − 1, u). There are two possibilities. First, suppose u /∈
Mt−1. Then, by Lemma 4.7, before processing σt, Xt−1(k, u)− Yt−1(k, u) = 0. After
processing σt, we have Yt(k, u) = Yt−1(k, u) + 1. Hence,

Zt(k, u) ≥ Yt(k, u) > Xt(k, u) .

Since Zs(k, u) is nondecreasing in s and Xs(k, u) = Xt(k, u) for s > t after f(k)
becomes equal to u, at the end of the algorithm ZN (k, u) 
= XN(k, u). Hence the
algorithm rejects σ. Otherwise, suppose u ∈ Mt−1 but min(Mt−1) = v 
= u. Then
cnt(σ1: t−1, v) > 0. Let k = b(t−1, v), and by Lemma 4.7, Xt−1(k, v)−Yt−1(k, v) > 0.
Once ext(u) is processed, f [k] is increased to u, and hence Xs(k, v) > Ys(k, v) for all
s > t, and the algorithm rejects.

If σ ∈ pq, then by Lemma 4.7, at t = N , Xt(k, u) − Yt(k, u) = 0 for all u, k.
Consequently, Zt(k, u) ≥ Yt(k, u) = Xt(k, u) for all k, u. Since cnt(σt, u) ≥ 0 for any
σ ∈ pq, Yt(k, u) ≤ Xt(k, u) for all t. Hence Zt(k, u) ≤ Xt(k, u), and so XN = YN =
ZN , and the algorithm accepts.

Local consistency. We now consider a substring σ′ of σ and show that if it does
not violate some local conditions, then without loss of generality it can be assumed
to be in a specific form.

Definition 4.9. We say σ′ is locally consistent if both of the following hold:

1. For all i < k, u < v : (σ′
i = ins(u)) ∧ (σ′

k = ext(v))⇒ (cnt(σ′
i+1: k−1, u) < 0).

2. For all i < k, u > v : (σ′
i = ext(u)) ∧ (σ′

k = ext(v))⇒ (cnt(σ′
i+1: k−1, v) > 0).

For example, the substring 〈ins(5), ext(2), ins(3), ins(9), ext(3), ins(4), ext(4)〉 is
locally consistent, whereas the substring 〈ins(5), ins(3), ins(9), ext(3), ext(2), ins(4),
ext(4), ins(9)〉 is not. Observe that if σ′ is not locally consistent, then σ /∈ pq, since
the identified substring includes an extraction of an item which cannot be the smallest
in the priority queue.

Lemma 4.10. Given σ = σprefσ′σsuff, if σ′ is locally consistent, then there exists a
mapping γ(σ′) = σaσbσcσd such that σprefσ′σsuff ∈ pq iff σprefγ(σ′)σsuff ∈ pq. Here,
σa and σc are both sequences of extracts in increasing order; and σb and σd are both
sequences of inserts. The algorithm sub-check tests whether σ′ is locally consistent
and, if so, computes γ(σ′) in time O(|σ′| log |σ′|).

Proof. We initially define the mapping γ procedurally based on local rearrange-
ments of the locally consistent σ′ which maintain local consistency. First consider all
adjacent character pairs of the form ins(u), ext(v). Since the string is locally consis-
tent, u ≥ v. Whenever u > v, we interchange these characters to obtain ext(v), ins(u),
without affecting local consistency or membership in pq. Hence, we may assume that
for every two adjacent characters ins(u), ext(v), we have u = v; i.e., the pair represents
an insertion followed immediately by an extraction of the same item. This generates
a string α(σ′) that satisfies σprefα(σ′)σsuff ∈ pq iff σprefσ′σsuff ∈ pq.
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We next define two rearrangement rules on substrings of length three in α(σ′). If
applied to a string that was not locally consistent, they could “fix” errors and lead to
strings which are in pq; however, since they are applied to locally consistent strings,
the rearrangement preserves membership in pq:

1. ins(u) ext(u) ext(v)→ ext(v) ins(u) ext(u).
2. ins(v) ins(u) ext(u)→ ins(u) ext(u) ins(v).

By repeatedly applying these rearrangement rules to α(σ′) until no further rear-
rangement is possible we obtain β(σ′). Define the potential function Φ over interaction
sequences as Φ(σ) =

∑
σi=ext(u) i. Observe that each rearrangement reduces Φ by 1,

so the process terminates. Let β(σ′) denote the final permutation, and note that
σprefβ(σ′)σsuff ∈ pq iff σprefσ′σsuff ∈ pq. Then, for some t1, t2, t3, the permutation
β(σ′) has the form

〈ext(v1), . . . , ext(vt1), ins(w1), ext(w1), ins(w2),

ext(w2), . . . , ins(wt2 ), ext(wt2), ins(u1), . . . , ins(ut3)〉 ,

where v1 ≤ v2 ≤ · · · ≤ vt1 . For w = max{w1, . . . , wt2}, define γ(σ′) = σaσbσcσd,
where

σa = 〈ext(v1), . . . , ext(vt1)〉 ,
σb = 〈ins(w)〉 ,
σc = 〈ext(w)〉 ,
σd = 〈ins(u1), . . . , ins(ut3)〉 .

For example, σ′ = 〈ins(5), ext(2), ins(3), ins(9), ext(3), ins(4), ext(4)〉 becomes

γ(σ′) = 〈ext(2), ins(4), ext(4), ins(5), ins(9)〉 .

Observe that σprefγ(σ′)σsuff ∈ pq iff σprefβ(σ′)σsuff ∈ pq and σprefσ′σsuff ∈ pq iff
σprefγ(σ′)σsuff ∈ pq.

We next show that it is possible to test local consistency and compute γ(σ′)
directly in O(|σ′| log |σ′|) time. Consider sub-check in Algorithm 2.

We begin by arguing that Algorithm 2 correctly determines whether σ′ is locally
consistent. First observe that I records the multiset of items which have been inserted
in σ′ and not yet extracted. A violation of condition 1 in Definition 4.9 is detected in
line 7, where the existence of m ∈ I with m < v indicates that an insufficient number
of ext(m) have occurred before the ext(v) being considered.

A violation of condition 2 is detected in line 10: this is when the current character
is ext(v) but there was an ext(u) for u > v earlier but no subsequent ins(v) that could
be matched with the current ext(v). This is monitored via two variables, f and w.
w is the maximum value extracted that is matched to an insertion happening within
σ′. f is the most recent value extracted that is not matched within σ′. Observe that
because of the test in line 10, f is nondecreasing. Consequently, max(f, w) is the
largest value extracted so far. If there is some u > v such that ext(u) occurs in σ′

before ext(v), then max(f, w) ≥ u > v. Hence, it suffices to track only the greatest
extracted item in σ′. We can be sure that there is no ins(v) matching the ext(v), since
m = min(Mi) > v: if v were matched, it would be present in I and found as m.

The algorithm computes γ correctly: I is the multiset of items that are inserted
but not extracted in σ, and E is the multiset of items that are extracted without a
matching insert in σ′. As noted above, w tracks the greatest item which is inserted
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Algorithm 2. sub-check

1: input σ′

2: f ← 0; w ← 0; E ← ∅; I ← {∞}
3: for i ∈ [|σ′|] do
4: if σ′

i = ins(u) then I ← I ∪ {u}
5: if σ′

i = ext(v) then
6: m← min(I)
7: if (v > m) then reject
8: if (v = m) then I ← I \ {v}; w ← max(w, v)
9: if (v < m) then

10: if v < max(f, w) then reject
11: f ← v; E ← E ∪ {v}
12: end if
13: end if
14: end for
15: output 〈ext(v1), . . . , ext(v|E|), ins(w), ext(w), ins(u1), . . . , ins(u|I|)〉, where vi and

ui are the ith smallest values of E and I, respectively

and subsequently extracted in σ′, so the output has the necessary form. Implementing
I and E as priority queues means that each character is processed in O(log |σ′|) time,
giving total O(|σ′| log |σ′|) time and O(|σ′|) space.

Consequently, by breaking σ into sequential substrings of length l =
√
N and

reordering each substring using the sub-check algorithm (unless we determine the
substring is not locally consistent) we may ensure that the interaction sequence has
the form σ = σE1σI1σE2σI2 . . . σErσIr , where r = O(

√
N). Alternatively, if only an

approximate value of N is known in advance, we break σ into sequential substrings of
lengths 1, 2, 3, 4, . . . . This still ensures that the interaction sequence has the form σ =
σE1σI1σE2σI2 . . . σErσIr for r = O(

√
N) and that the sub-check is run on strings of

length O(
√
N). This follows because

∑
i∈[

√
2N+1] i =

√
2N(
√
2N + 1)/2 > N . Note

that we will still need a polynomial upper bound on N to ensure the correctness of
the hashing used in the following theorem.

Proof of Theorem 4.5. The final algorithm runs pq-check and sub-check in
parallel. Rather than maintain the arrays X,Y , and Z explicitly in pq-check, it
suffices to keep a linear hash (which serves as a homomorphic fingerprint) of each
array. These fingerprints can be compared, and if they match in line 16, then, with
high probability, the arrays agree. In line 7 we need to perform a max operation
between two values. This can be done by maintaining Y [k, ft(k)] and Z[k, ft(k)]
explicitly for each k. At any time, there are at most r such values that are needed:
observe that when ft+1(k) > ft(k), Y [k, ft(k)] and Z[k, ft(k)] are never subsequently
altered. The new values for Y [k, ft+1(k)] and Z[k, ft+1(k)] are initialized to 0. Hence,
the space of the algorithm is O(r) words to store the Y [k, f [k]], Z[k, f [k]], and f [k]
values and a constant number of fingerprints to represent X,Y , and Z.

The space required by sub-check is O(
√
N logU) bits, and by the above argu-

ment, pq-check can be implemented in O(
√
N(logN + logU)) bits.

4.3. Passive checking of stacks, queues, and deques.

Stack. Let stack denote the language over interaction sequences that corresponds
to stack operations. Now ins(u) corresponds to an insertion of u to a stack, and ext(u)
is an extraction of u from the stack. Then σ ∈ stack iff σ corresponds to a valid
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transcript of operations on a stack which starts and ends empty. That is, the state of
the stack at any step j can be represented by a string Sj so that S0 = ∅, Sj = uSj−1

if σj = ins(u) and Sj = Sj−1
2:|Sj−1| if σj = ext(u). Then σ ∈ stack for |σ| = N iff

SN = ∅ and ∀j ∈ [N ], (σj = ext(u) =⇒ u = Sj−1
1 ) .

For example,

〈ins(5), ins(3), ext(3), ins(7), ext(7), ext(5)〉 ∈ stack ,

whereas 〈ins(5), ins(3), ext(3), ins(7), ext(5), ext(7)〉 
∈ stack.
Theorem 4.11. Every 1

3 -error, p-pass, s-space randomized streaming algorithm

to recognize stack on length N streams must satisfy ps = Ω(
√
N). It is possible to

recognize stack in one pass with O(
√
N logN) bits of space with high probability.

Proof. First, we observe that for U = 2, dyck(U) = stack if we associate ins(u)
with u and ext(u) with ū. Therefore, the lower bound follows immediately. For the
upper bound, the one-pass algorithm from [21] to recognize dyck(2) can be used to
recognize stack over arbitrary U by appealing to the reduction from dyck(U) to
dyck(2).

We note that the algorithm of [21] for recognizing dyck(2) can be used directly
to recognize dyck(U) rather than requiring us to go via the reduction from dyck(U)
to dyck(2). In outline, the algorithm of [21] when applied to dyck(U) works as
follows. The input string is broken into blocks of length

√
N . Within each block,

any adjacent pair of the form 〈ins(u), ext(u)〉 can be matched and removed. When
no further removals of pairs are possible, the block now has the form of a prefix of
extracts followed by a suffix of inserts. The algorithm keeps a stack of hashes of (item,
height) pairs, along with the number of items summarized in each hash. Each item
extract in the block, along with the current height, is removed from the hash on the
top of the stack, until the hash supposedly represents no items. If the hash is not
identically zero, the algorithm rejects. Otherwise, the procedure proceeds to the next
hash on the stack, until the prefix of extracts is exhausted. Then the inserted items
are hashed with their current height to build a single new hash value which is pushed
onto the top of the stack.

Queue. Let queue denote the language over interaction sequences that corre-
spond to queues. That is, the state of the queue at any step j can be represented
by a string Qj so that Q0 = ∅, Qj = Qj−1u if σj = ins(u), and Qj = Qj−1

2:|Qj−1| if
σj = ext(u). Then σ ∈ queue for |σ| = N iff

QN = ∅ and ∀j ∈ [N ], (σj = ext(u) =⇒ u = Qj−1
1 ) .

As observed in [5], it is possible to recognize queue with a single pass and
O(logN) space: we use a single fingerprint to check that the value of the ith in-
sert equals the value of the ith extract for all i ∈ [N ].

Deque. Let deque denote the language over interaction sequences that corre-
sponds to double-ended queues. That is, there are now two types of insert and extract
operations, one operation for the head and one for the tail. Clearly, since a deque can
simulate a stack via operations on the tail only, recognizing deque is at least as hard
as recognizing stack. For the upper bound, it is possible to adapt the algorithm of
[21]. Again, each block of

√
N operations is partitioned into a prefix of extractions

(to head and tail) and insertions (to head and tail). Now we maintain a deque of hash
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values of item, height pairs. Each extract to the head is applied to the hash at the
head of the deque of hashes, and each extract to the tail is applied to the hash at the
tail of the deque. The same check is applied: any hash which should now summarize
no items must be identically zero (otherwise, the algorithm rejects). Inserts to the
head are parceled up into a hash which is placed at the head of the deque, and inserts
to the tail are placed in a hash at the tail of the deque. Then we accept σ if after
processing σ the algorithm reaches an empty deque and has not rejected at any point.
This gives the following theorem.

Theorem 4.12. Every 1
3 -error, p-pass, s-space randomized streaming algorithm

to recognize deque on length N streams must satisfy ps = Ω(
√
N). It is possible to

recognize deque in one pass with O(
√
N logN) bits of space with high probability.

4.4. Variations with timestamps. As noted in the introduction, the results of
Blum et al. [5] can be viewed as recognizing languages where each ext(u) is augmented
with the timestamp of its matching ins(u) and is denoted by ext(u, t). These languages
are defined as before, but with the additional constraints that each t ∈ [N ] appears
at most once across all extracts and

∀j ∈ [N ], (σj = ext(v, t) =⇒ σt = ins(v)) .

This defines the variant languages queue-ts, stack-ts, deque-ts, and pq-

ts. The observations of Blum et al. [5] imply that verifying strings in stack-ts

and queue-ts (and ensuring that all the timestamps are also consistent) requires
only O(logN) space. The same argument also gives an O(logN) bound for deques.
For pq-ts, the problem seems harder: Chu, Kannan, and McGregor [11] gave an

Õ(
√
N) streaming algorithm which relied heavily on the presence of timestamps (and

hence does not recognize pq without timestamps). We leave as an open question the
problem of fully resolving the complexity of recognizing priority queue sequences with
timestamps, since the reduction via augmented indexing no longer holds in this case.
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approach for checking pq sequences when the length is known only up to polynomial
factors.

REFERENCES

[1] F. Ablayev, Lower bounds for one-way probabilistic communication complexity and their ap-
plication to space complexity, Theoret. Comput. Sci., 175 (1996), pp. 139–159.

[2] M. Ajtai, The invasiveness of off-line memory checking, in Proceedings of the 34th Annual
ACM Symposium on the Theory of Computing, 2002, pp. 504–513.

[3] Z. Bar-Yossef, T. S. Jayram, R. Krauthgamer, and R. Kumar, The sketching complexity
of pattern matching, in Proceedings of the 8th RANDOM/APPROX, 2004, pp. 261–272.

[4] Z. Bar-Yossef, T. S. Jayram, R. Kumar, and D. Sivakumar, An information statistics
approach to data stream and communication complexity, J. Comput. System Sci., 68 (2004),
pp. 702–732.

[5] M. Blum, W. S. Evans, P. Gemmell, S. Kannan, and M. Naor, Checking the correctness
of memories, Algorithmica, 12 (1994), pp. 225–244.

[6] A. Chakrabarti, G. Cormode, R. Kondapally, and A. McGregor, Information Cost
Tradeoffs for Augmented Index and Streaming Language Recognition, Technical report
TR10-076, Electronic Colloquium on Computational Complexity; available online from
http://eccc.hpi-web.de/ (April 18, 2010).

[7] A. Chakrabarti, G. Cormode, R. Kondapally, and A. McGregor, Information cost trade-
offs for augmented index and streaming language recognition, in Proceedings of the 42nd
Annual IEEE Symposium on Foundations of Computer Science, 2010, pp. 387–396.



AUGMENTED INDEX AND STREAMING LANGUAGE RECOGNITION 83

[8] A. Chakrabarti and R. Kondapally, Everywhere-tight information cost tradeoffs for aug-
mented index, in Proceedings of the 15th International Workshop on Randomization and
Approximation Techniques in Computer Science, 2011, pp. 448–459.

[9] A. Chakrabarti, Y. Shi, A. Wirth, and A. C. Yao, Informational complexity and the direct
sum problem for simultaneous message complexity, in Proceedings of the 42nd Annual
IEEE Symposium on Foundations of Computer Science, 2001, pp. 270–278.

[10] A. K. Chandra, M. L. Furst, and R. J. Lipton, Multi-party protocols, in Proceedings of the
15th Annual ACM Symposium on the Theory of Computing, 1983, pp. 94–99.

[11] M. Chu, S. Kannan, and A. McGregor, Checking and spot-checking of heaps, in Automata,
Languages and Programming, Springer, Berlin, 2007, pp. 728–739.

[12] T. M. Cover and J. A. Thomas, Elements of Information Theory, Wiley-Interscience, New
York, 1991.

[13] K. Do Ba, P. Indyk, E. Price, and D. P. Woodruff, Lower bounds for sparse recovery, in
Proceedings of the Twenty-First Annual ACM-SIAM Symposium on Discrete Algorithms,
2010, pp. 1190–1197.

[14] C. Dwork, M. Naor, G. N. Rothblum, and V. Vaikuntanathan, How efficient can memory
checking be?, in Theory of Cryptography, Springer, Berlin, 2009, pp. 503–520.

[15] N. François and F. Magniez, Vérification des files de priorité dans le modèle de streaming,
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[24] M. Pǎtraşcu, Unifying the Landscape of Cell-Probe Lower Bounds, http://people.csail.mit.
edu/mip/papers/structures/paper.pdf (2010).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


