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Groupwise Set-Valued Analytics

= Stratified top-k

= Stratified bottom-k |
= Stratified sampling
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Buffered MapReduce for Bottom-k Query

« Mapper: run bottom-k algorithm and emit a local synopsis of k records per group
« Reducer: collect all synopses of the same group and merge into a global synopsis
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Groupwise Analytics Running on Adaptive MapReduce > O(gkm) records are shuffled g = # groups

* Global threshold w;
— The k-th smallest weight for all records in group G;
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— Each mapper maintains the set of records with weights no larger than w;
— The number of shuffled records can be reduced from O(gkm) to O(gk)

» Memory consumed at each mapper is O(gk) m = # mappers

Asynchronous Coordination with DMDS
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* In micro-marketing applications, focus on
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* The coordinator communicates with all mappers, thus has a more accurate view of —> Group, . Each mapper periodically sends equi-depth

the global threshold than mappers —)G histogram of group values to coordinator
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The coordinator perlodlcqlly tells the mappers its view of the global threshold which . Coordinator periodically merges mapper

mappers can use to pre-filter local samples DMDS histograms to estimate global threshold
TQp-r Stratified Sampling Maintain a uniform random sample of size k for each of the r largest groups in {G;, ..., G} as in GARAM

» Track running top-r groups using distributed algorithm of Babcock & Olston

slots and 4 reduce slots

» GARAM shuffles the least in all cases due to the much more aggressive pre-filtering
In the mappers based on the coordination
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» Does not improve much over GARAM in
the case of 854 strata, but shorter duration
indicates little overhead relative to GARAM
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