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6 Applications

We now briefly describe a few procedures that illustrate how our
approach could be used to automate workflows that would oth-
erwise involve laborious manual effort. For each application, we
implemented an automatic pipeline that takes a mesh of an object
category as input, computes segmentation and labeling, and then
processes the extracted parts. Such procedures could automate pro-
cessing of large databases of objects of the same category.

Functional prototyping. Functional prototyping entails creating
a real and working 3D object from a mesh, such as created by a de-
signer. Our eyeglass pipeline (Figure 9(a-d)) takes a mesh as input
and computes segmentation and labeling. The frontal silhouettes of
the lens parts are offset, extruded, and subtracted from the object
to create a frame. A frontal plane passing through the combined
centroid of the two arm-lens segment boundaries is used to cut the
mesh, separating the arms from the frame. Hinges and pins are cre-
ated at the cut, resulting in a wearable pair of glasses. We have also
implemented a procedure that, using a modeling tool like Teddy
[Igarashi et al. 2007], converts a single sketched stroke into an ar-
ticulated 3D mannequin, with joint-types based on extracted part
labels (Figure 9i-k).

Rigging and texturing. Given an automatically computed seg-
mentation and labeling, a skeleton may be created by placing joints
at centroids of part boundaries. We further create texture for ar-
madillo meshes (Figure 9(e-h)), using textures and accessories as-
signed to different labels, such as leathery skin for the feet, fur for
the torso, and a hook in place of a missing hand.

7 Discussion

We have described the first learning algorithm for both labeling and
segmentation of 3D meshes. The model is learned from a training
set without requiring any manual parameter tuning, and it obtains
state-of-the-art results on all categories in the Princeton Segmenta-
tion Benchmark. Our method is the first to demonstrate effective
labeling on a broad class of meshes. As our method represents an
early attempt in this area, there are several limitations to our method
(Figure 10), and many exciting directions for future work.

While considerable effort has rightly been put into devising geo-
metric criteria for shape classification, it remains an open question
as to whether simple geometric criteria are sufficient for segmenting
the way humans do. Our work suggests that learning models from
data—using carefully-chosen geometric features—can significantly
improve results. While this method is not easily interpretable in
terms of geometric intuitions, this kind of approach may nonethe-
less be of great practical value.

A major limitation of our approach is the need for labeled training
data. The dataset must have consistent labels, although some vari-
ation can be tolerated. For example, in Figure 3, the pig does not
have a neck segment, unlike the other meshes in the training data.

Generalization performance typically drops with fewer training
meshes. Classes with larger variability across the data require larger
training sets for good results. For example, the Ant and Octopus
classes give good results with very few training examples, whereas
the Bust and Vase categories give very poor results with small train-
ing sets (Table 1). For all classes, increasing the training set size
improves performance.

Our method cannot learn “generic” segmentations, that is, segmen-
tation without class-specific labels. The method cannot model seg-
mentations where connected parts share labels (Figure 10(a-b)). We
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Figure 9: Top row: Automatic procedure for converting Glasses
meshes into manufacturable 3D objects with lenses and hinges. (a)
The mesh is broken at the segment boundaries between the frame
and arms with our labeling technique, and corresponding hinges
are placed. Lenses are procedurally offset and subtracted from the
frame. (b-c) Two example glasses created with this procedure. (d) A
functional prototype, with working hinges, printed on a 3D printer.
Middle row: Automatic shader assignment and rigging based on
segment labels. (e) Labeled armadillo. (f) Procedural shaders as-
signed based on part labels, e.g., fur for the torso. (g) An animation
skeleton is fitted to Armadillo automatically by placing the joints at
the centroids of corresponding segment boundaries. (h) Posed ar-
madillo. Bottom row: Automatic conversion of a 3D model drawn
with the Teddy sketching package into an articulated mannequin.
(i) Sketched 3D model. (j) Labeled model with mechanical joints
placed at segment boundaries. (k) Articulated model.

also assume that the target mesh is consistent with the training data;
e.g., there are no outlier segments. However, we believe that ele-
ments of our approach could be useful for these or related problems.
For example, our pairwise term could be used with a different unary
term, such as one based on interactive labeling or mesh alignment.

Adding additional informative geometric features should im-
prove results. At present, our algorithm cannot distinguish
left/right/up/down (e.g., left arm vs. right arm); features informa-
tive of orientation [Fu et al. 2008] may help. Symmetry-based fea-
tures and constraints could also be useful. Because many of our
features depend on geodesic distances, they may not be very accu-
rate when a test mesh exhibits significantly different topology than
the training. Developing new part-aware and topology-insensitive
shape descriptor features may help our method.

Our choice of features assumes that each shape is described by a
watertight 3D mesh with a single connected component. Applying
our technique for point clouds or polygon soups would require sev-
eral modifications in our feature set. This should allow our method
to be applied to data such as found in 3D scanning and architectural
applications.

The size of our training set is limited by training time, which is
several hours for our largest datasets e.g., training with 6 train-
ing meshes of about 20K-30K faces and six labels takes about 8
hours on a single Xeon E5355 2.66GHz processor. Once the model
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Figure 10: Examples of limitations of our algorithm: (a) Shiva
statue (not included in the benchmark), classified with a CRF
learned from the Human category. The algorithm correctly labels
the multiple heads and arms, but cannot separate connected seg-
ments with the same label. (b) Example of a test human mesh that
has significantly different topology than the other training meshes
of the Human category; its arms are connected to the legs, causing
the algorithm to mislabel the lower arms, hands and upper torso.
(c) Our lowest scores in the benchmark were on the Bust category;
even when all the other busts are used as training meshes, our al-
gorithm can still have significant errors. (d) Example of a vase,
classified with a model learned from 3 other training meshes from
the Vase category; the performance drops significantly in some cat-
egories with large variability, when few training meshes are used.

is learned, applying it to new meshes is fast, usually only a few
minutes per mesh. Our implementation is currently far from opti-
mal, and faster training could allow learning a single model from
all meshes in the Princeton Segmentation data.
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A Unary Features

For each face i in a mesh, we compute a 339 + 35|C|-dimensional
feature vector xi to be used in the Unary Energy Term (Equation 3 ).
Before computing any features, we normalize the scale of the mesh
according to the 30th percentile of geodesic distances between all
pairs of vertices. The features are as follows:

a) Curvature features: Curvatures have been used for partial match-
ing (e.g., [Gal and Cohen-Or 2006]). Around each face, we fit cubic
patches of various geodesic radii (1%, 2%, 5%, 10% relative to the
median of all-pairs geodesic distances). The patches are fitted us-
ing the face centers and normals and every sample is weighted with
its face area. Let k1 and k2 be the principal curvatures of a patch.
We include the following features: k1, |k1|, k2, |k2|, k1k2, |k1k2|,
(k1 + k2)/2, |(k1 + k2)/2|, k1 − k2, yielding 36 features total.

b) PCA features: We compute the singular values s1, s2, s3 of the
covariance of local face centers (weighted by face area), for various
geodesic radii (5%, 10%, 20%, 30%, 50%), and add the following
features for each patch: s1/(s1 + s2 + s3), s2/(s1 + s2 + s3),
s3/(s1+s2+s3), (s1+s2)/(s1+s2+s3), (s1+s3)/(s1+s2+s3),
(s2 + s3)/(s1 + s2 + s3), s1/s2, s1/s3, s2/s3, s1/s2 + s1/s3,
s1/s2 + s2/s3, s1/s3 + s2/s3, yielding 75 features total.

c) Shape diameter: The Shape Diameter Function (SDF) [Shapira
et al. In Press] is computed using cones of angles 30, 60, 90, 120.
For each cone, we get the weighted average, median, and squared
mean of the samples. We include these shape diameters and their
logarithmized versions with different normalizing parameters α =
1, α = 2, α = 4, α = 8. This yields 60 features representing
different moments and approximations of the local shape diameter.

d) Distance from medial surface: For each of the cones above,
we compute the diameter of the maximal inscribed sphere touch-
ing each face center and the corresponding medial surface point is
roughly its center [Liu et al. 2009]. Then we send rays from this
point uniformly sampled on a Gaussian sphere, gather the intersec-
tion points and measure the ray lengths. As with the shape diameter
features, we use the weighted average, median and squared mean
of the samples, we normalize and logarithmize them with the same
above normalizing parameters. This yields 60 features.

e) Average Geodesic Distance: The Average Geodesic Distance
(AGD) function has been used for shape matching [Hilaga et al.
2001; Zhang et al. 2005]. The function measures how “isolated”
each face is from the rest of the surface e.g., limbs have usually
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higher AGD than other parts in humanoid models. The AGD for
each face is computed by averaging the geodesic distance from
its face center to all the other face centers. In our case, we also
consider the squared mean and the 10th, 20th, ..., 90th percentile.
Then, we normalize each of these 11 statistical measures by sub-
tracting its mimimum over all faces.

f) Shape contexts: Shape contexts have been used for 2D shape
matching [Belongie et al. 2002]. For each face, we measure the
distribution of all the other faces (weighted by their area) in loga-
rithmic geodesic distance bins and uniform angle bins, where an-
gles are measured relative to the normal of each face. We use 5
geodesic distance bins and 6 angle bins, yielding 30 features total.

g) Spin images: Spin images [Johnson and Hebert 1999] are created
with a fixed 8× 8 bin resolution, yielding 64 features.

h) Orientation features: We also include the x, y, z coordinates
of each face center in the case that the training dataset is oriented
(note: these were not used in experiments on the PSB).

i) Contextual label features: The above features provide a feature
vector x̃, which are used to learn contextual features, as described
in Section 3.4. The output of a JointBoost classifier provides per-
face probabilities P (c|x̃). The contextual features are histograms
of these probabilities around each face:

pli =
∑

j: db≤dist(i,j)<db+1

aj · P (cj = l) (14)

where the bin b contains all faces j with distance range [db, db+1]
from face i. The aj is the area of face j, normalized by the sum
of face areas in the mesh. The distances between faces are mea-
sured from shortest parts (thus, approximating geodesic distances),
as well as the Principal Component Axes and dominant symmetry
axes of the mesh (measured in absolute values, since the principal
axes are uniquely defined up to their sign). We use B = 5 ranges of
distances [db, db+1) where db are chosen in the logarithmic space
of [0,max

i
(max

j
(dist(i, j)))], yielding 35|C| contextual features.

B Pairwise Features

For each pair of adjacent faces i and j, the following 191-
dimensional feature vector yij is computed, for use in the Pairwise
Energy Term (Section 3.2). We chose features that are potentially
indicative of boundaries between parts.

a) Dihedral angles: Let ωij be the exterior dihedral angle between
faces i and j. The basic feature is given as min(ωij/π, 1). We
also compute the average of the dihedral angles around each edge
at geodesic radii of 0.5%, 1%, 2%, 4% of the median of all-pairs
geodesic distances in the mesh. We then exponentiate each of the
above features with each exponent in the range 1 to 10. This yields
50 dihedral angle features in total.

b) Curvature and third-order surface derivatives: We first compute
the curvature and the derivative-of-curvature tensor per mesh vertex
at geodesic radii of 0.5%, 1%, 2%, 4% of the median of all-pairs
geodesic distances. For each scale, we include the principal curva-
tures and the curvature derivatives along the principal directions (in
order to assign curvature to each edge, we average the correspond-
ing curvature values of its vertices). This yields 16 features.

b) Shape diameter differences: For each pair of adjacent faces, we
include the absolute values of the differences between their corre-
sponding 60 shape diameter features (as described above).

d) Distance from medial surface differences: Similarly, we include

the absolute difference of the 60 distance-from-medial-surface fea-
tures between adjacent faces (as described above).

e) Contextual label features: We also use pairwise contextual fea-
tures, as described in Section 3.4. The above features form an initial
feature vector ỹij . We learn a JointBoost classifier p(ci �= cj |ỹij),
and then bin them, as with the unary contextual features. Here, we
bin them based only on geodesic distances in logarithmic space up
to 5% of the median of all-pairs geodesic distances in the mesh.
This yields 5 pairwise contextual features in total.
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Figure 11: Cut discrepancy and Hamming distance evaluation metrics for segmentation, on the Princeton Segmentation Benchmark. 
Evalua-tions are performed according to the protocols of [Chen et al. 2009]. ’SB19’ represents leave-one-out-error of our technique 
averaged over all the categories of the benchmark. ’SB12’, ’SB7’, ’SB6’, ’SB3’ represents the average error using training sets of size 12, 
7, 6, and 3 (see paper for details).
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