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Abstract—Complex scenarios, including miss detections, occlusions, false detections, and trajectory terminations, make the data association challenging. In this paper, we propose an online tracking-by-detection method to track multiple targets with unified handling of aforementioned complex scenarios, where current detection responses are linked to previous trajectories. We introduce a dummy node to each trajectory to allow it to temporally disappear. If a trajectory fails to find its matching detection, it will be linked to its corresponding dummy node until the emergence of its matching detection. Source nodes are also incorporated to account for the entrance of new targets. The standard Hungarian algorithm, extended by the dummy nodes, can be exploited to solve the online data association implicitly in a global manner, although it is formulated between two consecutive frames. Moreover, as dummy nodes tend to accumulate in a fake or disappeared trajectory while they only occasionally appear in a real trajectory, we can deal with false detections and trajectory terminations by simply checking the number of consecutive dummy nodes. Our approach works on a single, uncalibrated camera, and requires neither scene prior knowledge nor explicit occlusion reasoning, running at 132 frame per second (fps) on the PETS09-S2L1 benchmark sequence. Experimental results validate the effectiveness of the dummy nodes in complex scenarios and show that our proposed approach is robust against false detections and miss detections. Quantitative comparisons with other methods on five benchmark sequences demonstrate that we can achieve comparable results with most existing offline methods and better results than other online algorithms.

Index Terms—Multi-target tracking, complex scenarios

I. INTRODUCTION

Multi-target tracking has a wide range of applications in the areas of video surveillance, robotics, video content understanding, etc. With rapid improvements of object detectors (e.g., HOG [1] and DPM [2]), tracking-by-detection methods have received a lot of research interests in recent years, where the tracking task is accomplished by finding correspondences among detection responses in different frames or temporal windows of a video to form a set of coherent trajectories. This is usually called data association.

In this paper, we study the data association problem for online multi-target tracking through a single uncalibrated camera. When dealing with real-world data, complex scenarios must be handled to achieve appealing tracking results. On one hand, detection failures are inevitable, which include the miss detection where a target is misclassified as the background, the false detection where a background region is incorrectly recognized as a target, and the occlusion where an object is partially or fully invisible because of the limited camera view. Therefore, there exists misalignment between trajectories and detections during the data association where not every trajectory or detection can find its correspondence. On the other hand, in real-world scenarios, targets may appear and disappear anytime and anywhere in the scene. We need to automatically tackle the initializations and terminations of trajectories to accommodate dynamic target changes. All these complex scenarios make the data association challenging.

To deal with such complex scenarios, various algorithms have been proposed in the past decade. Detection failures are addressed by the continuous confidence output along with Particle Filter [3] and the explicit occlusion reasoning [4]. Alternatively, they can be addressed in a global temporal window using the network flow [5], high-order energy minimization [6], [7], and hierarchical data association [8], [9]. Furthermore, it is often assumed that new targets may enter or move out of the scene from some certain areas, e.g., the border of the camera view, in order to deal with trajectory initializations and terminations. However, these data association models are either difficult to estimate (e.g., explicit occlusion reasoning) from a single camera view [4], [5] or subject to high computational burdens [3], [6], [7], [8], [9], [10], restricting their adaptations to time-critical scenarios (e.g., surveillance). Additional reliance on the scene prior knowledge may also limit their adaptability to wider application areas.

In this paper, we propose an online multi-target tracking method with unified handling of aforementioned complex scenarios. During the data association, current detection responses are gradually linked to existing trajectories. We introduce a dummy node for each trajectory to explicitly handle miss detections and occlusions, giving each trajectory opportunities to temporally disappear. If a trajectory fails to find its matching detection, it will be linked to its corresponding dummy node until its matching detection resurfaces. To account for the trajectory initialization, we also introduce a source node for each detection. A new target will be automatically linked to its corresponding source node and a new trajectory will be created if it does not match any existing trajectories. Data association can therefore be efficiently solved using the Hungarian algorithm [11] in polynomial time on a balanced bipartite graph. Although formulated between each two consecutive frames for online multi-target tracking, our data association can implicitly span multiple frames using dummy nodes. Another advantage
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of the dummy node is its potential to deal with false detections and trajectory terminations. Since false detections are random and unstable, a fake trajectory initialized with a false detection can not find consistent correspondences in subsequent frames and thus a set of dummy nodes will accumulate during the tracking process, making it easy to be distinguished from a true one. Similarly, dummy nodes will also accumulate in a disappeared trajectory. We can uniformly deal with false detections and trajectory terminations by simply checking the accumulated number of dummy nodes. Though incorporating scene prior knowledge, e.g., the entrance and exit area of trajectories, might be beneficial, our proposed approach does not necessarily rely on it.

Our contributions therefore include three fold: 1) our approach is capable of tracking multiple targets with unified handling of complex scenarios, which does not necessarily reply on any scene-specific prior knowledge nor explicit occlusion reasoning; 2) we propose dummy nodes and source nodes for online data association, extending the standard Hungarian algorithm; 3) our proposed online multi-target tracking method is fast and efficient, running at 132 frames per second (fps) on the PETS09-S2l1 benchmark sequence. Experiments on benchmark datasets validate the effectiveness of our approach, where we can achieve comparable results with most existing offline methods and better results than other online algorithms.

The rest of the paper is organized as follows. Section II introduces related works and discusses their differences from our proposed approach. Our proposed method is presented in Section III. Section IV demonstrates experimental results, where we examine the effectiveness of dummy nodes and robustness of our approach against false detections and miss detections. Comparisons with state-of-the-art approaches are also presented. Section V concludes this paper.

II. RELATED WORK

There is an extensive research literature on multi-target tracking. In this section, we briefly discuss offline and online tracking-by-detection approaches proposed in recent years.

**Offline multi-target tracking.** Offline methods solve the data association problem in a large temporal window or even the whole sequence. In [5], a method is proposed to model the multi-target tracking as a maximum-a-posteriori problem (MAP) and trajectories are found by solving the min-cost flow in the cost-flow network. Occlusions are handled by iteratively adding occluded object hypothesis into the network based on explicit occlusion reasoning. This method is extended in [12] to find the near-optimal solution, where each trajectory is sequentially recovered based on dynamic programming. High-order track smoothness constraints (i.e., constant-velocity in a path) are incorporated into the cost-flow network formulation and are iteratively relaxed using Lagrangian relaxation [13].

With the hierarchical association models proposed in [8], [14], detection responses are first heuristically linked into tracklets (i.e., short trajectories). Affinity measures are then computed between tracklets to find optimal matchings among all tracklets in a large temporal window using the standard Hungarian algorithm [11]. Miss detections and occlusions are dealt with by linking two non-consecutive tracklets. In [14], the merge-split measurements are embedded into the optimal matching problem to better preserve the object identity. In a recent work [10], trajectories are iteratively obtained by finding the Generalized Minimum Clique Graph (GMCP) based on a hierarchical association framework, where each node corresponds to a detection response or a tracklet. Hypothetical nodes, whose appearance and motion attributes need to be explicitly computed based on the inliers/outliers estimations for each tracklet/trajectory, are iteratively incorporated into the graph to deal with miss detections and occlusions. In a latest work [15], data association of tracklets in a global temporal window is defined as a Generalized Maximum Multi Clique problem (GMMCP). To deal with miss detections and occlusions, dummy nodes are inserted for each clique. Moreover, aggregated dummy nodes are introduced to speed up the data association.

To further achieve better performance, data-driven approaches are also proposed to leverage machine learning algorithms to find the correspondences of detections or tracklets. In [16], affinity of each candidate correspondence pair is learned based on appearance features using the boosting algorithm. In addition to the appearance, motion patterns can also be online learned to achieve more robust performance [17]. In [9], the correspondence between two tracklets is modeled as a random variable. An online learned Conditional Random Field is exploited to find the optimal solution by considering pairwise constraints of correspondences.

Minimizing high-order energy functions to find optimal trajectories is another popular research direction. A continuous energy is introduced in [6] to find the optimal trajectories by imposing several constraints on the candidate solutions (e.g., mutual exclusion and target persistence). The energy function is then extended to the discrete-continuous domain [7] to simultaneously solve data association and trajectory fitting. In a recent work [18], more sophisticated constraints based on statistical properties of real trajectories are incorporated. In these approaches, miss detections and occlusions are implicitly addressed by interpolation during the fitting of trajectories.

**Online multi-target tracking.** Alternatively, Particle Filter is adopted for tracking multiple persons [3] only based on past frames. To avoid miss detections, the continuous confidence output is adopted. Since in real-world scenarios, people always interact with others and the environment, there also exist approaches that model social behaviors of pedestrians for more robust tracking, especially when occlusions exist [19], [20]. Recently, two online multi-target tracking approaches [21], [4] are presented. Wu et al. [21] propose to represent each detection by multiple patches, whose motion directions are estimated locally. The correspondence between a trajectory and a detection is estimated by examining the agreement of the global motion of the trajectory and the local motion of the detection. Possegger et al. [4] instead exploit the geometric information to find correspondences of trajectories and visible detections based on explicit occlusion reasoning and estimations of occlusion geodesics.

Our proposed method falls in the online multi-target tracking category. Compared with offline algorithms, our approach...
III. PROPOSED METHOD

In this section, we present our proposed method. The online data association for multi-target tracking is presented in Section III-A with the introduction of dummy nodes and source nodes. Observation model is given in Section III-B. Updating of observation models is presented in Section III-C. We then demonstrate how to deal with complex scenarios including miss detections, occlusions, false detections, and trajectory terminations in a unified manner in Section III-D. Finally, Section III-E analyzes the time complexity of our proposed approach.

A. Online Data Association

Given the trajectories $T^t$ in the frame $I^t$ and detections $X^{t+1}$ in the frame $I^{t+1}$, our goal is to find correspondences between $T^t$ and $X^{t+1}$. Misalignment exists between them where not every trajectory or detection can find its matching, making the data association complicated. On one hand, due to limitations of existing object detectors, miss detections are inevitable in practice. Occlusions often occur as well. For example, in Fig. 1, there is no matching for trajectory #5 (with magenta color) in frame #57 because of the occlusion. Its matching detection re-surfaces in frame #63 and the subsequent frames. This example suggests that it is necessary to examine more than two neighboring frames to find correct correspondences between trajectories and detections. Considering more than two consecutive frames, however, requires future frames and will lead to more computational burden. On the other hand, a new target may enter the scene at any time. For instance, a new target (with orange color) enters the scene in frame #15 shown in the second row of Fig. 1, which cannot find its corresponding trajectory during the data association. In addition, the existence of false detections makes the automatic discovery of new trajectories much harder. Therefore, we introduce dummy nodes and source nodes to deal with the misalignment.

Assume that there are $J_t$ trajectories $T^t = \{T^t_i\}_{i=1}^{J_t}$ in the frame $I^t$ and $K_{t+1}$ detections $X^{t+1} = \{x^{t+1}_j\}_{j=1}^{K_{t+1}}$ in the frame $I^{t+1}$, where $T^t_i$ denotes the $i$'th trajectory in $I^t$ and $x^{t+1}_j$ the $j$'th detection in $I^{t+1}$. To address the misalignment between $T^t$ and $X^{t+1}$, we introduce $J_t$ dummy nodes $D^{t+1} = \{d^{t+1}_j\}_{j=1}^{J_t}$ in the frame $I^{t+1}$ for each trajectory in $T^t$. If the trajectory $T^t_i$ fails to find its optimal matching to any of the detections in $X^{t+1}$ because of either miss detection or occlusion, it will be linked to its corresponding dummy node $d^{t+1}_j$. The dummy node $d^{t+1}_j$ allows the trajectory $T^t_i$ to be temporarily invisible, enabling the association to span multiple frames. For instance, as shown in the first row of Fig. 1, the trajectory #5 links to the dummy node (denoted with dashed the bounding box) due to occlusions from frame #57 to frame #62.

Similarly, a new target in $X^{t+1}$ may not find its matching trajectory in $T^t$ either. Therefore we also introduce $K_{t+1}$ source nodes $S^t = \{s^t_j\}_{j=1}^{K_{t+1}}$ into frame $I^t$ where $s^t_j$ corresponds to $x^{t+1}_j$. $s^t_j$ will be linked to $d^{t+1}_j$ and a new trajectory is created if there is no matching trajectory in $T^t$ for $x^{t+1}_j$.
where the constraints of $m_{ij}$ reveal the mutual exclusion fact that two trajectories will not simultaneously occupy the same detection. Such an optimization problem can be efficiently solved using the Hungarian algorithm [11].

B. Observation Model

In this section, we describe how to compute the similarity matrix $W$ given the observations. Similar to the matching matrix $M$, the similarity matrix $W$ can also be divided into four parts,

$$W = \begin{bmatrix} W_{tx} & W_{td} \\ W_{tx} & W_{td} \end{bmatrix}. \quad (3)$$

Similarity between $T^i$ and $X^{t+1}$. $W_{tx} = [c(T^i_t, x^{t+1}_j)]$ defines similarity scores between trajectories $T^i$ and detections $X^{t+1}$. $c(T^i_t, x^{t+1}_j)$ is the similarity score between $T^i_t$ and $x^{t+1}_j$.

In this paper, we adopt the bounding box representation, and hence each detection $x^t_j$ is represented as $x^t_j = (p^t_j, q^t_j, c^t_j)$, where $p^t_j, q^t_j$ are the central position and the size (width, height) of the bounding box, respectively. $c^t_j$ is the HSV histogram of the bounding box area with 10 bins for each channel.

Similarly, each trajectory $T^i_t$ is represented as a set of attributes $T^i_t = (P^i_t, Q^i_t, A^i_t, B^i_t)$, where $P^i_t$ is the set of central positions of the detections that form the trajectory $T^i_t$, and can be expressed as $P^i_t = \{ p^t_j^i \in T^i_t \mid 1 \leq v < t \};$ $Q^i_t$ is the set of dimensions of the detections forming the trajectory, and can be written as $Q^i_t = \{ q^t_j^i \in T^i_t \mid 1 \leq v < t \};$ $A^i_t$ is the appearance descriptor defined as a time-weighted average of the color histograms of the detections $x^t_j \in T^i_t$; $B^i_t$ is the number of detection responses forming $T^i_t$; $A^i_t$ and $B^i_t$ indicate the starting frame number and the number of consecutive dummy nodes, respectively.

The similarity score $c(T^i_t, x^{t+1}_j)$ is then defined as follows,

$$c(T^i_t, x^{t+1}_j) = -\log \left(1 - \Phi(T^i_t, x^{t+1}_j)\right), \quad (4)$$

where $\Phi(T^i_t, x^{t+1}_j)$ is further defined as

$$\Phi(T^i_t, x^{t+1}_j) = \phi_p(T^i_t) \left( w_m \phi_m(T^i_t, x^{t+1}_j) + \phi_a(T^i_t, x^{t+1}_j) \right). \quad (5)$$

In the above equation, $\phi_p(T^i_t)$ measures the persistence of $T^i_t$, defined as:

$$\phi_p(T^i_t) = \frac{1}{1 + e^{-E^i_t}}. \quad (6)$$

It is clear that $\phi_p(T^i_t)$ gives high scores to longer trajectories and penalizes shorter ones. $\phi_m(T^i_t, x^{t+1}_j)$, $\phi_a(T^i_t, x^{t+1}_j)$, and $\phi_a(T^i_t, x^{t+1}_j)$ compute the similarity score between $T^i_t$ and $x^{t+1}_j$ in terms of motion trend, size, and appearance cues respectively. $w_m, w_a$ and $w_a$ are their weights ($w_m = w_a = 0.3, w_m = 0.4$ in our implementation). These functions are described as follows.

For the motion trend cue, we check how close the central position of $x^{t+1}_j$ is to the predicted position of $T^i_t$ in the frame $t^{t+1}$,

$$\phi_m(T^i_t, x^{t+1}_j) = G(p^{t+1}_j - p^{t+1}_j, \Sigma_m), \quad (7)$$

An illustration of dummy nodes and source nodes is shown in Fig. 2.

With the introduction of dummy nodes and source nodes, we align trajectories and detections and get a balanced bipartite graph $G = (U, V, E)$ where $U = \{ u_j | j = 1+K_t \}, u_j \in T^i \cup S^t$, and $V = \{ v_j | j = 1+K_t \}, v_j \in X^{t+1} \cup D^{t+1}$. Without loss of generality, we assume vertices between $U$ and $V$ are fully connected. The data association is then to find the maximum weighted matchings $M = [m_{ij}]$ on the bipartite graph $G$, where $m_{ij} \in \{ 0, 1 \}$ denotes if $u_j$ matches $v_j (1$ for matching).

The matching matrix $M$ can be divided into four parts:

$$M = \begin{bmatrix} M_{tx} & M_{td} \\ M_{tx} & M_{td} \end{bmatrix}, \quad (1)$$

where the first block matrix $M_{tx}$ denotes the matching matrix between trajectories $T^i$ and detections $X^{t+1}$. The second part $M_{td}$, which explicitly deals with miss detections and occlusions, corresponds to the matching matrix between trajectories $T^i$ and dummy nodes $D^{t+1}$. The third one $M_{tx}$, which can automatically discover new trajectories, denotes the matching matrix between source nodes $S^t$ and detections $X^{t+1}$. The last one $M_{td}$ serves as a place holder only.

Given the similarity matrix $W = [w_{ij}]$ between $U$ and $V$, where $w_{ij} \in \mathbb{R}^+$ captures the similarity between $u_i$ and $v_j$, the optimal data association can be achieved by solving the following optimization problem

$$M^* = \arg \max_M \sum_{i,j} w_{ij} m_{ij}, \quad (2)$$

s.t. $\sum_{j=1}^{J_t+K_t} m_{ij} = 1, \forall i,$

$\sum_{j=1}^{J_t+K_t} m_{ij} = 1, \forall j,$

$\sum_{i=1}^{J_t+K_t} m_{ij} = 1, \forall j,
where $G(\cdot, \Sigma)$ is a zero-mean Gaussian function, and $\Sigma_m$ is a diagonal covariance matrix for the motion similarity. $p_{i}^{t+1} = g(P_{i}^{t}, t + 1, R; \Theta, H)$ is the predicted central position of $T_{i}^{t}$ in $I_{t+1}$ using its latest $R$ detections based on the extended Kalman filter [22], where $\Theta, H$ are the state and observation matrices, respectively. In our implementation, we set $R = \min(L_{i}^{t}, 10)$ and

$$\Theta = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}. \tag{8}$$

In real-world scenarios, targets always move with certain physical constraints (e.g., limited velocity). Therefore we make a restriction that

$$c(T_{i}^{t}, x_{j}^{t+1}) = 0 \quad \text{if} \quad \phi_m(T_{i}^{t}, x_{j}^{t+1}) < \tau, \tag{9}$$

where $\tau$ is set to 0.25 in our implementation. This prevents the case that one target suddenly moves from one place to a distant one at a high speed.

Similarly, for the size similarity, we check the difference between the dimension of $x_{s}^{t+1}$ and the predicted dimension of $T_{i}^{t}$

$$\phi_s(T_{i}^{t}, x_{j}^{t+1}) = G(q_{i}^{t+1} - q_{j}^{t+1}, \Sigma_s), \tag{10}$$

where $q_{i}^{t+1} = g(Q_{i}^{t}, t + 1, J_{t}; \Theta, H)$. $\Sigma_s$ is a diagonal covariance matrix for the size similarity.

For the appearance cue, we simply check the similarity of their appearance descriptors (i.e., the color histograms),

$$\phi_a(T_{i}^{t}, x_{j}^{t+1}) = \chi^2(a_{i}^{t}, c_{j}^{t+1}). \tag{11}$$

**Similarity between $T^{t}$ and $D^{t+1}$.** $W_{td}^{t}$ is a diagonal matrix of size $J_{t} \times J_{t}$ defining similarity scores between trajectories $T^{t}$ and dummy nodes $D^{t+1}$. Here, we adopt fixed similarity scores for this type of connections, indicating that each trajectory has a uniform priori probability to be temporally invisible.

$$W_{td}^{t} = \begin{bmatrix} -\log(1 - \tau) & \cdots & \cdots & -\log(1 - \tau) \end{bmatrix}. \tag{12}$$

**Similarity between $S^{t}$ and $A^{t+1}$.** $W_{sx}^{t}$ is a diagonal matrix of size $K_{t+1} \times K_{t+1}$ that defines similarity scores between source nodes $S^{t}$ and detection responses $A^{t+1}$ as follows:

$$c(s_{i}^{t}, x_{j}^{t+1}) = -\log \left(1 - \Phi(s_{i}^{t}, x_{j}^{t+1})\right), \tag{13}$$

where $\Phi(s_{i}^{t}, x_{j}^{t+1}) = \max_{T_{i}^{t}} \Phi(T_{i}^{t}, x_{j}^{t+1})$. This definition encourages linking a detection response $x_{j}^{t+1}$ to its source node $s_{i}^{t}$ if there is no strong enough connection to it from any trajectories in $T^{t}$. Hence

$$W_{sx}^{t} = \begin{bmatrix} c(s_{1}^{t}, x_{1}^{t+1}) & \cdots & \cdots & c(s_{K_{t+1}}^{t}, x_{K_{t+1}}^{t+1}) \end{bmatrix}. \tag{14}$$

**Similarity between $S^{t}$ and $P^{t+1}$.** $W_{sd}^{t}$ is used to generate an matching to link the source node $s_{i}^{t}$ to the dummy node $d_{j}^{t+1}$ if there are no further detections or miss detections or occlusions for existing trajectories. Without any prior knowledge of trajectories and detections, $W_{sd}^{t}$ is defined using a uniform priori similarity score,

$$W_{sd}^{t} = \begin{bmatrix} -\log(1 - \tau) & \cdots & \cdots & -\log(1 - \tau) \\
\vdots & \ddots & \ddots & \vdots \\
-\log(1 - \tau) & \cdots & \cdots & -\log(1 - \tau) \end{bmatrix}, \tag{15}$$

with dimension of $J_{t} \times K_{t+1}$.

**C. Updating Observation Models**

After solving the maximum weighted matching $M^{*}$ on the bipartite graph formed between $I^{t}$ and $I^{t+1}$, we get two types of matchings demonstrated with dashed arrows in Fig. 2. Miss detections and occlusions can be handled in optimal matchings, while auxiliary matchings are only place holders. Apparently, there are no needs to create new trajectories for them.

According to the optimal matchings, we should update the observation models of trajectories to take the latest temporal information into consideration. If $x_{j}^{t+1}$ is connected to $T_{i}^{t}$, the corresponding trajectory $T_{i}^{t+1}$ is updated as follows,

$$P_{i}^{t+1} = P_{i}^{t} \cup \{d_{j}^{t+1}\},$$

$$Q_{j}^{t+1} = Q_{j}^{t} \cup \{a_{i}^{t+1}\},$$

$$a_{i}^{t+1} = \alpha a_{i}^{t} + (1 - \alpha)c_{j}^{t+1},$$

$$L_{j}^{t+1} = L_{j}^{t} + 1,$$

$$B_{j}^{t+1} = 0, \tag{16}$$

where $\alpha$ is a time factor with value less than one (set to 0.5).

If a dummy node $d_{j}^{t+1}$ is linked to $T_{i}^{t}$, suppose $T_{i}^{t}$ will be updated to $T_{i}^{t+1}$ in the frame $I^{t+1}$, updating $T_{j}^{t+1}$ is then as follows,

$$P_{j}^{t+1} = P_{j}^{t},$$

$$Q_{j}^{t+1} = Q_{j}^{t},$$

$$a_{i}^{t+1} = a_{i}^{t},$$

$$L_{j}^{t+1} = L_{j}^{t},$$

$$B_{j}^{t+1} = B_{j}^{t} + 1. \tag{17}$$

**D. Unified Handling of Complex Scenarios**

When a new trajectory $T_{i}^{t}$ is created with the help of a source node in the frame $I^{t}$, we have no idea to immediately tell whether it is initialized with a true or false detection. Thus we postpone such a decision by putting $T_{i}^{t}$ into a maintained set of new trajectories $T_{new}^{t}$. When strong enough evidence is available, we either move $T_{i}^{t}$ to active trajectories $T_{act}^{t}$ if it is believed to be indeed a true trajectory or to fake trajectories $T_{ad}^{t}$ if it is initialized by a false detection. To account for terminations of trajectories, e.g., the trajectory $T_{i}^{t}$ may move out of the scene and is not available for future data association. We additionally maintain a set of dead trajectories $T_{dea}^{t}$. Clearly, only new and active trajectories have the chance to find their correspondences to the detections. Therefore, the data association is solved between $T_{act}^{t} \cup T_{new}^{t}$ and $X^{t+1}$ as
introduced in Section III-A, i.e., $T^t = T^t_{act} \cup T^t_{new}$. Initially, all the trajectories in the first frame are in the new trajectories $T^1_{new}$.

These four types of trajectories will be updated during the tracking process, where complex scenarios will be handled in a unified manner. Detailed trajectories updating is presented in Algorithm 1. Miss detections and occlusions are addressed in conversions C2 and C5. Once a new trajectory has sufficient detections, we believe it is a true trajectory and move it to the active trajectory set when there is no miss detection or occlusion in its latest frame (thus no dummy node in the trajectory. See the conversion C2). During the data association, the mechanism of dummy nodes allows a trajectory to be temporally invisible. Therefore, we consider a trajectory as active if the number of accumulated dummy nodes is under a certain level (see the conversion C5).

Furthermore, our proposed dummy nodes are also capable of handling false detections and trajectory terminations. The conversion C1 deals with false detections and the conversion C4 handles trajectories terminations. Our main insight of explicitly distinguishing false detections from true ones is that false detections are generally unstable, random, and inconsistent compared to true detections [2]. Therefore fake trajectories have the tendency to link to dummy nodes in the future. Similarly when an active trajectory terminates, a set of dummy nodes will accumulate in it as well. This implies that we can uniformly cope with false detections and trajectory terminations by simply checking the number of successive dummy nodes.

Although the standard Hungarian algorithm can also deal with the unbalanced bipartite graph matching by inserting miscellaneous rows or columns, we extend it by adding dummy nodes and source nodes to explicitly account for complex scenarios. More importantly, this method has additional benefits to cheaply handle false detections and trajectory terminations in a unified manner.

Unlike many existing approaches, when dealing with miss detections and occlusions, our proposed method does not require time consuming occlusion reasoning [5], [4], which might be ambiguous and unreliable especially from a single camera view. It is also worth pointing out that our approach does not necessarily rely on the assumption of scene prior knowledge to handle false detections and trajectory terminations. Some algorithms [3], [4] assume that a trajectory usually enters and moves out of the scene from some certain areas, e.g., the border of the camera view. Trajectories starting out of these pre-defined areas are all considered to be fake. Though better performance might be achieved by considering these scene priors, our method works well in practice by simply checking the successive number of dummy nodes, implying that it is more robust in general cases and more suitable for time-critical scenarios.

### E. Time Complexity

We adopt the Hungarian algorithm (also know as the Kuhn-Munkres algorithm) to efficiently solve Eq.(2) in polynomial time. The running time of our approach on four benchmark sequences is given in Fig. 3. The time complexity of our proposed approach is dependent on the specific scenario, and stable during the tracking process.
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time. It runs in $O(K^3)$ in the worst case, where $K = J_t + K_{t+1}$. Luckily, based on our observation model introduced in Section III-B, the similarity matrix $W$ is always sparse. In experiments, we observe that it takes around $O(K^2)$ to solve Eq. (2) in the average case. Therefore, our proposed method runs in $O(NK^2)$ to track multiple targets in the average case. Moreover, dummy nodes provide a computationally cheap mechanism to deal with false detections and trajectory terminations in a unified manner.

Fig. 3 presents the running time (given the detection output\(^1\)) of our method against the number of video frames on four benchmark sequences. As we can see, the running time behaves almost linearly w.r.t. the number of video frames. It reveals the fact that our approach is suitable for time-critical scenarios like the video surveillance.

IV. EXPERIMENTS

In this section, we analyze our approach in terms of the effectiveness of dummy nodes, robustness, and running time on five benchmark and make comparisons with state-of-the-art offline and online multi-target tracking methods.

A. Dataset

We evaluate the proposed method on five benchmark sequences to test its adaptability to different scenarios (e.g., different frame rates, resolution, time span, and crowdedness).

**PETS09-S2L1** [24]: This sequence contains 795 frames. The main challenge is that some targets move with highly non-linear patterns. Occlusions of targets are frequent. We adopt the detections and ground truth provided by [17] in our experiments.

**PETS09-S2L2** [24]: It consists of 465 frames. Since people walk very closely in such a crowded scene, there exist heavy occlusions, making it extremely challenging. We adopt the detections and ground truth annotations provided by [25].

**TUD-Stadtmitte** [26]: There are 179 frames in this sequence. The camera angle is relatively low and there are heavy mutual occlusions, sometimes even full occlusions between targets. We adopt the object detector [2] to generate detections and ground truth annotations provided by [9].

**ParkingLot** [10]: This is introduced for multi-target tracking evaluations recently. There are 1000 frames with moving crowded targets. Mutual occlusions of targets are much heavier than TUD-Stadtmitte. Detections and ground truths are both provided by [10].

**TownCenter** [27]: This sequence shows a busy town center street from a single elevated camera. On average, 16 people are visible at any time, resulting in frequent dynamic occlusions. Furthermore, many people are not detected due to partial occlusions caused by static scene structures such as benches. The dataset provides manually annotated ground truth trajectories. The detection of pedestrians are coarsely estimated based on the detection of heads. We run the multi-target tracking on the first 4500 frames.

In our experiments, all parameters are fixed except $\Sigma_m$. We vary it to adapt our method to different resolutions of benchmark sequences. It is reasonable in practice to tune system parameters before the deployment of a tracking algorithm according to cameras. In our experiments, we set $\Sigma_m = [50, 0; 0, 50]$ for both PETS09-S2L1, PETS09-S2L2 and TUD-Stadtmitte. For both ParkingLot and TownCenter, we set $\Sigma_m = [35, 0; 0, 40]$.

B. Evaluation Metrics

We adopt the standard CLEAR-MOT metrics [28] for evaluation, including Multi-Object Tracking Accuracy (MOTA) and Multi-Object Tracking Precision (MOTP). We additionally report MT, ML, PT, FM, and IDS scores [29]. Finally, we provide Recall and Precision scores [30] to better evaluate different approaches. Their detailed definitions are listed below.

- **Recall(↑)**: correctly matched detections / detections in the ground truth.
- **Precision(↑)**: correctly matched detections / detections in the tracking results.
- **MT(↑)**: the ratio of mostly tracked trajectories (tracked more than 80%). Normalized in the range $[0, 100\%]$. Normalized in the range $[0, 100\%]$.
- **ML(↓)**: the ratio of mostly lost trajectories (tracked less than 20%). Normalized in the range $[0, 100\%]$. Normalized in the range $[0, 100\%]$.
- **PT(↓)**: the number of partially tracked trajectories, i.e., $PT = 1 - MT - ML$. Normalized in the range $[0, 100\%]$. Normalized in the range $[0, 100\%]$.
- **FM(↓)**: the number of times the ground truth trajectory is interrupted.
- **IDS(↑)**: the number of times that a trajectory changes its identity.
- **MOTA(↑)**: Multi-Object Tracking Accuracy, combining missed targets, false alarms, and identity switches. Normalized in the range $[0, 100\%]$. Normalized in the range $[0, 100\%]$.
- **MOTP(↑)**: Multi-Object Tracking Precision, the average bounding box overlap over all tracked targets. Normalized in the range $[0, 100\%]$.

\(^1\)It indicates that the higher score the better and ↓ is opposite.

C. Effectiveness of Dummy Nodes

In this paper, we propose to handle miss detections and occlusions with dummy nodes between each two consecutive frames, which does not require any occlusion reasoning. Here, we validate the effectiveness of dummy nodes by varying the threshold $t_4$ in Algorithm 1, which controls the maximum number of successive dummy nodes allowed in a trajectory. Beyond this threshold, a new trajectory is considered as fake and an active trajectory is considered as disappeared. By extending the standard Hungarian algorithm with the dummy node, our data association can be solved implicitly in a global manner across multiple frames although it is formulated between only two adjacent frames without considering future information. Larger $t_4$ allows online data associations to span more frames. In particular, when $t_4 = 0$, the dummy nodes serve only to balance the bipartite graph $G$ between the frame $I^t$ and $I^{t+1}$ to make the standard Hungarian algorithm directly applicable. We check IDS, Recall, and Precision metrics on...
the benchmark sequences, shown in Fig. 4. Since the ground truth annotations on ParkingLot sequence are given for each three frames, IDS are always zeros and not plotted.

As can be seen from Fig. 4(a)(b), both IDS and Recall metrics for all benchmark sequences significantly improve first and remain stable afterwards when $t_4$ grows. This suggests that the data association is solved implicitly in a global manner where a trajectory may find its correspondence across more frames with larger $t_4$. Therefore, miss detections and occlusions can be effectively handled with our proposed dummy nodes. While Precision remains almost steady for PETS09-S2L1 and TUD-Stadtmitte sequences as $t_4$ becomes larger, it slightly decreases (compared with the increase of Recall) for ParkingLot and TownCenter. The reason might be that some false positives are linked to trajectories when long-distance associations are allowed. Nevertheless, the decrease of Precision is far less than the increase of Recall. Therefore, by augmenting the standard Hungarian algorithm with dummy nodes, we can conclude that miss detections and occlusions can be effectively addressed during data association for multi-target tracking, where no explicit occlusion reasoning is required.

Fig. 5 also demonstrates the qualitative illustration of the effectiveness of dummy nodes to deal with miss detections and occlusions on the ParkingLot sequence. As we can observe, longer-distance data association can be addressed with the larger $t_4$. In specific, the association from the target highlighted with the white arrow in frame #398 is solved when $t_4 > 0$. It is also interesting to note that the very long-distance correspondence from frame #399 to frame #412 can only be found when $t_4 = 13$. 

Fig. 4. Quantitative validation of the effectiveness of the dummy nodes to deal with miss detections and occlusions. From left to right: (a) IDS, (b) Recall, and (c) Precision versus the threshold $t_4$. The IDS on TownCenter sequence are rescaled for visualization purpose.

Fig. 5. Qualitative illustrations of the effectiveness of dummy nodes on the ParkingLot sequence with increasingly larger $t_4$. 

$\begin{align*}
&\text{Frame #398} \\
&\text{Frame #399} \\
&\text{Frame #412} \\
& t_4 = 0 \quad t_4 = 1 \quad t_4 = 13
\end{align*}$
D. Robustness Analysis

As we stated in Algorithm 1, there are two thresholds $t_1$ and $t_2$ to deal with false detections with dummy nodes. A set of dummy nodes will accumulate soon in a fake trajectory after its initialization since false detections are generally unstable and inconsistent. We can easily recognize a false trajectory if it is short (controlled by $t_1$) and has a set of successive dummy nodes in it (controlled by $t_2$). Instead of jointly varying them as in the previous section to check the performance variations, which might be less informative, we set them as constant and check the performance fluctuations of our proposed approach by varying the level of false detections. More importantly, robustness of our approach can be validated by doing so. Since our approach is to find correspondences of detection responses to trajectories, it can also be affected by the existence of miss detections. To this end, we quantitatively examine the robustness of our approach by generating various levels of false detection rates and miss detection rates to demonstrate robustness of our approach.

As suggested by [32], to generate controlled amounts of false detections, increasingly larger amount of random detection noises are added uniformly over the sequence. Some detections are also randomly deleted from the same original detections to generate artificially controlled miss detections. 

Recall and Precision metrics are reported in Fig. 6. All the experiments are conducted 10 times and the average performances are reported.

To deal with false detections, our basic assumption is that they will not appear regularly. Therefore, although a fake trajectory will be initialized with a false detection, dummy nodes will accumulate in it soon, making it easy to identify. As can be seen from the top row of Fig. 6, our approach is very robust to false detections on all benchmark sequences except TUD-Stadtmitte. Both Recall and Precision metrics decline slightly. For the TUD-Stadtmitte sequence, since the targets (pedestrians) occupy more than half of the height of the image, artificially added noises always appear in the same area and may form seemingly coherent trajectories. The performance against false detections on this sequence is thus instable. Nevertheless, we can still achieve around 0.6 in terms of both Recall and Precision measures.

As the rate of miss detections increases, it is required to consider more frames to find the correspondence of trajectories and detections, which will challenge the ability of our approach to solve data association by simply considering two consecutive frames using the dummy nodes. We can observe that our approach is robust to the miss detections under certain density value. Recall slightly decreases when the
false negative rate is under around 50% while the Precision metric remains very steady when the miss detection rate is under around 75%. This implies that although our approach may miss some true trajectories (thus low Recall) due to the increasingly more miss detections, the successfully tracked trajectories are close to the ground truth (thus high Precision).

### Table I

Quantitative results of different approaches on PETS09-S2L1 sequence.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>[31]</td>
<td>89.3</td>
<td>99.6</td>
</tr>
<tr>
<td>[32]</td>
<td>83.8</td>
<td>96.3</td>
</tr>
<tr>
<td>[6]</td>
<td>-</td>
<td>82.6</td>
</tr>
<tr>
<td>[14]</td>
<td>-</td>
<td>89.5</td>
</tr>
<tr>
<td>[7]</td>
<td>-</td>
<td>89.5</td>
</tr>
<tr>
<td>[17]</td>
<td>91.8</td>
<td>99.0</td>
</tr>
<tr>
<td>[33]</td>
<td>95.2</td>
<td>96.8</td>
</tr>
<tr>
<td>[10]</td>
<td>96.5</td>
<td>93.6</td>
</tr>
<tr>
<td>[18]</td>
<td>-</td>
<td>78.3</td>
</tr>
<tr>
<td>[25]</td>
<td>92.4</td>
<td>98.4</td>
</tr>
<tr>
<td>[3]</td>
<td>-</td>
<td>100.0</td>
</tr>
<tr>
<td>[21]</td>
<td>-</td>
<td>100.0</td>
</tr>
<tr>
<td>[4]</td>
<td>-</td>
<td>100.0</td>
</tr>
<tr>
<td>Ours</td>
<td>97.8</td>
<td>98.4</td>
</tr>
</tbody>
</table>

### Table II

Quantitative results of different approaches on PETS09-S2L2 sequence.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>-</td>
<td>71.1</td>
</tr>
<tr>
<td>[18]</td>
<td>-</td>
<td>59.5</td>
</tr>
<tr>
<td>[25]</td>
<td>65.5</td>
<td>89.8</td>
</tr>
<tr>
<td>[4]</td>
<td>-</td>
<td>41.5</td>
</tr>
<tr>
<td>Ours</td>
<td>64.1</td>
<td>84.1</td>
</tr>
</tbody>
</table>

### Table III

Quantitative results of different approaches on TUD-Stadtmitte sequence.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>[31]</td>
<td>81.9</td>
<td>95.5</td>
</tr>
<tr>
<td>[6]</td>
<td>-</td>
<td>60.0</td>
</tr>
<tr>
<td>[7]</td>
<td>-</td>
<td>60.0</td>
</tr>
<tr>
<td>[9]</td>
<td>87.0</td>
<td>96.7</td>
</tr>
<tr>
<td>[10]</td>
<td>81.4</td>
<td>95.6</td>
</tr>
<tr>
<td>Ours</td>
<td>94.2</td>
<td>99.5</td>
</tr>
</tbody>
</table>

### Quantitative Comparisons with State-of-the-art Methods

To verify the performance, we compare our proposed method with state-of-the-art offline and online methods. The quantitative comparisons on five benchmark sequences are presented in Table I-V, where results of other models are all based on the publicly reported literature. Since the ground truth annotations for the ParkingLot sequence are given every 3 frames, we only report the results of Recall, Precision, MOTA, and MOTP.

**Comparisons with offline methods:** Though our data association is formulated between each two consecutive frames, it can be implicitly solved in a global manner using dummy node as we stated in Section IV-C. Therefore comparable performances to most existing offline approaches can be achieved even if our approach only considers the past frames. For example, our method reports the best MOTP on the PETS09-S2L1 sequence. In particular, our approach performs worse than the state-of-the-art offline multi-target tracking methods, e.g., [25] on PETS09-S2L2 and [15] on TownCenter, but slightly better than other offline methods such as [10] on both PETS09-S2L1 and Tud-Stadtmitte, and [18] on PETS09-S2L2. It is generally believed that offline tracking methods will perform better than their online counterparts because more global information (e.g., high-order motion dynamics of tracklets) can be explored in the offline setting. The fact that our approach has achieved comparable performances with, but much higher running speed than most existing offline methods is a strong evidence that the proposed framework can handle the complex tracking scenarios in a unified and efficient way. It is also worth pointing out that techniques described in other papers might be complementary to ours. For example, multi-part representations [35], [33] for the pedestrians and online learned appearance [16] and motion models [17] can be further utilized to improve the performance of our method.

**Comparisons with online methods:** Quantitative results on the PETS09-S2L1, PETS09-S2L2, and TownCenter sequences demonstrate we can achieve slightly better performance than other online methods, e.g., the best FM score on PETS09-S2L1. Especially on the denser PETS09-S2L2 and TownCenter sequences, occlusion reasoning might be unreliable from a single camera view [4]. With our proposed dummy nodes, miss detections and occlusions can be effectively handled. It is also worth noting that more sophisticated motion dynamics estimation is exploited in [21] to guide the correspondences of trajectories and detections.
TABLE IV
QUANTITATIVE RESULTS OF DIFFERENT APPROACHES ON ParkingLot SEQUENCE.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>MOTA</th>
<th>MOTP</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>91.0</td>
<td>98.5</td>
<td>89.3</td>
<td>77.7</td>
<td>offline</td>
</tr>
<tr>
<td>[35]</td>
<td>81.7</td>
<td>91.3</td>
<td>74.1</td>
<td>79.3</td>
<td>online</td>
</tr>
<tr>
<td>[33]</td>
<td>96.5</td>
<td>93.6</td>
<td>88.9</td>
<td>77.5</td>
<td>offline</td>
</tr>
<tr>
<td>[10]</td>
<td>94.7</td>
<td>93.9</td>
<td>88.5</td>
<td>77.4</td>
<td>online</td>
</tr>
<tr>
<td>[15]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>93.3</td>
<td>93.1</td>
<td>88.7</td>
<td>75.3</td>
<td>online</td>
</tr>
</tbody>
</table>

TABLE V
QUANTITATIVE RESULTS OF DIFFERENT APPROACHES ON TownCenter SEQUENCE.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>FM</th>
<th>IDS</th>
<th>MOTA</th>
<th>MOTP</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[27]</td>
<td>79.0</td>
<td>82.1</td>
<td>60.9</td>
<td>27.4</td>
<td>11.7</td>
<td>214</td>
<td>293</td>
<td>61.3</td>
<td>80.2</td>
<td>offline</td>
</tr>
<tr>
<td>[35]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>79.3</td>
<td>74.1</td>
<td>offline</td>
</tr>
<tr>
<td>[33]</td>
<td>81.8</td>
<td>93.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>75.7</td>
<td>71.6</td>
<td>online</td>
</tr>
<tr>
<td>[10]</td>
<td>-</td>
<td>-</td>
<td>86.1</td>
<td>9.5</td>
<td>4.4</td>
<td>-</td>
<td>68</td>
<td>77.4</td>
<td>66.4</td>
<td>offline</td>
</tr>
<tr>
<td>[15]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>75.6</td>
<td>71.9</td>
<td>offline</td>
</tr>
<tr>
<td>[21]</td>
<td>-</td>
<td>-</td>
<td>64.7</td>
<td>27.4</td>
<td>7.9</td>
<td>553</td>
<td>209</td>
<td>69.5</td>
<td>68.7</td>
<td>online</td>
</tr>
<tr>
<td>[4]</td>
<td>-</td>
<td>-</td>
<td>56.3</td>
<td>36.3</td>
<td>7.4</td>
<td>321</td>
<td>157</td>
<td>70.7</td>
<td>68.6</td>
<td>online</td>
</tr>
<tr>
<td>Ours</td>
<td>74.8</td>
<td>87.0</td>
<td>50.9</td>
<td>33.0</td>
<td>16.1</td>
<td>356</td>
<td>154</td>
<td>63.4</td>
<td>72.2</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7. Qualitative tracking results of our method on the benchmark sequences. From top to bottom: on the PETS09-S2L1, PETS09-S2L2, TUD-Stadtmitte, ParkingLot, and TownCenter, respectively.
TABLE VI
AVERAGE NUMBER OF DETECTIONS PER FRAME (IN THE SECOND COLUMN) AND PROCESSING SPEED (IN TERMS OF FPS IN THE THIRD COLUMN) OF OUR PROPOSED METHOD ON THE BENCHMARK SEQUENCES.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Detections</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PETS09-S2L1</td>
<td>5.6</td>
<td>132</td>
</tr>
<tr>
<td>PETS09-S2L2</td>
<td>11.8</td>
<td>46</td>
</tr>
<tr>
<td>TUD-Stadtmitte</td>
<td>5.3</td>
<td>108</td>
</tr>
<tr>
<td>ParkingLot</td>
<td>8.8</td>
<td>49</td>
</tr>
<tr>
<td>TownCenter</td>
<td>12.0</td>
<td>28</td>
</tr>
</tbody>
</table>

F. Qualitative Results

Some qualitative tracking results produced by our proposed method on the five benchmark sequences are shown in Fig. 7. PETS09-S2L1: Tracking results demonstrate that our proposed method can handle heavy mutual occlusions of three trajectories (trajectories #12, #15, and #22) with dummy nodes. Our method does not rely on the ambiguous occlusion reasoning (from a single uncalibrated camera view). Occlusions will be automatically handled during the association process of trajectories and detections. Occluded trajectories will be linked to their dummy nodes till the end of occlusion.

PETS09-S2L2: Our approach can successfully deal with heavy occlusions in such a crowded scene (e.g., trajectory #4 in frame #50 and #52). However, some pedestrians are not tracked since they are almost fully occluded and not detected well at the beginning of the sequence.

TUD-Stadtmitte: Even if fully occluded, trajectory #6 (with magenta color) is successfully tracked. We can clearly see how our dummy nodes work under occlusions. Without explicit occlusion reasoning, our method works well using dummy nodes to handle occlusions.

ParkingLot: Pedestrians gradually enter the camera view and finally move out. Our method is able to handle the miss detection of trajectory #10 in frame #638 (with canyon color). Occlusion of trajectory #11 (with dark read) by the car is successfully handled as well.

TownCenter: In this very crowded sequence, pedestrians frequently enter and leave the camera view. Miss detections and occlusions are successfully dealt with using dummy nodes. Additionally, new trajectories (e.g., trajectory #44) can be automatically discovered though we do not utilize scene priors.

Trajectory initializations and terminations happen anytime and anywhere in each benchmark sequence. Without the assistance of scene prior knowledge, our approach succeeds in automatically discovering new targets and terminating disappeared trajectories.

G. Runtime Performance

A computationally cheap approach is always preferred to track multiple targets, especially when dealing with a large amount of video frames. Our single-thread code is written in C++ without any particular optimization and tested on a desktop equipped by an Intel i7 CPU with 3.4GHz and 32GB of memory. Runtime performance of our proposed approach on benchmark sequences are summarized in Table VI.

Our approach does not require the time-consuming occlusion reasoning. Additionally, we only need to check the number of consecutive dummy nodes to handle false detections and trajectory terminations. Therefore, our approach is computationally cheap, running at 132 fps (frame per second) on a typical scene with moderate crowdedness (e.g., PETS09-S2L1) excluding the target detection step. In contrast, state-of-the-art multi-target trackers report substantially slower processing speeds\(^2\), 0.4-2 fps [3] (implemented with C++), 1-2 fps [21] (implemented with MATLAB), and 11.2 fps [4] (implemented with MATLAB), also without considering the detection step. Even on the crowded PETS09-S2L2 and TownCenter sequences, our proposed method runs at 46 and 28 fps, respectively. This suggests that in a whole tracking-by-detection system, our proposed multi-target tracking method will not be the bottleneck of the processing speed and suitable for time-critical scenarios (e.g., video surveillance).

V. Conclusion

In this paper, we propose an online tracking-by-detection method for multi-target tracking from a single uncalibrated camera. With proposed dummy nodes, complex scenarios including miss detections, occlusions, false detections, and trajectory terminations can be handled in a unified manner. Though data association is formulated between each two consecutive frames, it is implicitly solved in a global manner. Moreover, our proposed method does not require explicit occlusion reasoning, which might be time consuming and ambiguous from a single camera view, leading to an efficient multi-target tracking method. It runs at 132 fps on the PETS09-S2L1 benchmark sequence. Last but not least, our proposed method does not necessarily rely on scene priors, e.g., the entrance and exit area of trajectories. Thus it has more wider applications. Quantitative comparisons on five benchmark sequences demonstrate that we can achieve comparable results with most existing offline methods and better results than other online algorithms.

In Fig. 8, we present a failure case of our method. The association of the trajectory #17 in frame #532 fails to find its matching detection and finally drifts in frame #533. An ID switch is generated. This is because the motion cue in this case is not reliable and the appearance cue (color histogram) is not discriminative enough though these two targets look very distinct. This motivates us to adopt more powerful appearance cues, e.g., the online learned appearance model [16]. We leave this as our future work.

\(^2\)Detailed comparisons with state-of-the-art methods are not feasible, however, since their codes are not available. Running speed of most of the approaches are not explicitly reported in the literature either.
We found that a Multiple Object Tracking Benchmark [36] (http://motchallenge.net/) was established recently. As a future work, we plan to run evaluations on the entire 2D tracking benchmark sequences.
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