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Question:

How can we use unsupervised data
Improve accuracy on a supervised
task?
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The Distributional Hypothesis

“You shall know a word by the company
it keeps.” (Firth, 57)

Words with similar roles in text have
similar meanings.

This is why unsupervised learning works
in nlp.




COOCCURRENCE COUNT DATA




The “context” of a token

Target word: blue
Context words: red

She told the story, however, with great spirit
among her friends; for she had a lively, playful
disposition, which delighted in anything
ridiculous.

(source: Pride and Prejudice)
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Contexts In Terms of Parses

e, S —
np-S8 VP —
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NP . ADJP MD VP
N | | ——— N\,
NNP  NNP NP JJ VB NP PP-CLR NP-TMP
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! L DT JJ NN
| |
" | (nltk.org)
root  John saw a dog yesterday which was a Yorkshire Terrier

(Ryan McDonald Thesis)
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Context Types

Each possible context is a tuple.
— Trigram context: (the,dog)
— Unigram context: (the) or (dog)

— Parse context: (red amod,ran nsubj)
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Context Count Vector

 Represent word type i, as a vector Vi

Vi=10,1,0,0,0,4,0,0,0,2,0,0,1]

* Value in index k = #times context type k
occurred.




Example

* Find contexts containing “art”
V; =[0,1,0,0,0,4,0,0,0,2,0,0,1]
A A A A

\ |

A collection of _ | structure of _ |

_is acreation an exhibition of _

Viis very long, but very sparse.
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Question:

Example sentence:
The dog caught the frisbee.

What are 3 reasonable ways to
define context, and what are the
vectors for “caught” in each?




Question:

What do ‘art’ and ‘pharmaceuticals’
have in common?

What are contexts that they would
both have?

What are contexts that they wouldn’t
share?




Comparing Context Vectors

common contexts for “art” but not

“pharmaceuticals” [7394 total]

‘minto

‘s interested in

A collection of _

_ has been described by
structure of

study in _

__have been shown in
The knowledge of _

__is a commodity

__1s a creation
__isaworld

an exhibition of _

the commercialization of _
the confinement of _
__iscastin

common contexts for both “art”
and “pharmaceuticals” [165 total]

areas such as
prices of _
storage of _
producers of _

_ designed for
the provision of _
_sold in

the same way as __
__are among

The production of _
the analysis of _
advancesin
specialising in __

a career in __
__stolen from

common contexts for
“pharmaceuticals” but not “art”
[206 total]

a greater amount of _
standards for _
marketer of _

market for _
prescriptions for _

the supply of _

the availability of _
advertising for _

the appropriate use of _
shipment of _

a cocktail of _

classes of _

a complete inventory of _
_ related downloads
new generations of _
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Comparing Vectors

DEuclidean(xa y) — \/Z(xz — yz)2
DManhattan (377 y) — Z |sz — yz|

0
T, E :
Dot Product: & Y — LY
()

Cos(x,y) = ———"
os(x,y) =
Cosine similarity: 7/ \/CCTCU\/yTy

very commonly used
December 1, 1




Vector-Space Interpretation of
Distributional Hypothesis

Two words are similar if their context vectors
are similar.
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Question:

What does it mean for two words to
be similar?

Are “dog” and “tiger” similar?
How about “dog” and “fetch?”
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Question:

What are the pros and cons of using a
wide window for a token’s context?

Hint: Syntax v.s. Topics.




Question:

We now have a function sim(word1,word?2).
How could we use this to improve accuracy in
the tasks we’ve discussed in class?
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Word-Context Matrix

Context

Word
Type

Distributional hypothesis:

— A word is characterized by its row in this matrix.
— Similar words have similar rows
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Topic Model

Document

Word
Type

A document is characterized by the distribution of words in it.
Documents are similar if their columns are similar.

LDA Topic Model: this distribution is a mixture of ‘topics’
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WORD EMBEDDINGS




Word Embeddings

Sparse Context Vector (10 million+ dimensional):

V; = 10,1,0,0,0,4,0,0,0,2,0,0,1,.. ]

[This can be directly used, but maybe too slow, sparse]

Instead represent every word type as a low-
dimensional dense vector (about 100 dimensional ).

E; = [.253, 458, 4.56, 78.5, 120, . . ]

These don’t come directly from the data. They need
to be learned.




1.5

0.5

Country and Capital Vectors Projected by PCA
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Nearest Neighbors

deals --> checks approvals vents stickers cuts

warned --> suggested speculated predicted
stressed argued

ability --> willingness inability eagerness
disinclination desire

dark --> comfy wild austere cold tinny

possibility --> possiblity possibilty dangers
notion likelihood
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stressed argued

ability --> willingness inability eagerness
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dark --> comfy wild austere cold tinny

possibility --> possiblity possibilty dangers
notion likelihood




Question:

What are the pros and cons of
representing word types with such
small vectors?
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Answer:

Pro:

It requires less annotated data to
train an ML model on low dimensional
features.

Con:

You can’t capture all of the subtlety of
language in 100 dimensions. (..canyou)




Learning Embeddings by Preserving
Similarity

Given Iong, spdarse context cooccurrence

vectors V; and V;

Goal: Choose Embeddings £/; and E; such
that similarity is approximately preserved

T ~ 1
Vi Vi~ Ly Ly
Difficulty: need to do this for all words jointly.

Solution: Use an eigen-decomposition
(implemented in every language).




Matrix factorization
Vv ~ E

(counts) (embeddings)

words

~Y
"~~~

contexts latent dims

Reconstruct the co-occurrence matrix
. Y .
Viem Y FirBre <y
k

Singular Value Decomposition learns E,B
(or other matrix factorization techniques) 30

contexts

Preserve pairwise distances
between words i, j

T ~ T
Vi'Vi= E; Ej

Eigen Decomposition learns E

latent dims
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Word clustering

® Alternative word representation: associate
words with (hierarchical) clusters, as opposed
to embeddings (real-valued vectors)

® “Brown clustering”:
Unsupervised HMM with hierarchical clustering

® Word belongs to only one class

(bad assumption, but better than alternative; Blunsom et al. 201 1)

® |teratively merge words with high contextual
similarity

31
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Word clusters as features

® |[abeled data is small and sparse. Lexical
generalization via induced word classes.

® Both embeddings and clusters can be used as
features!

® Examples from Twitter, for POS tagging

® Big Data vs.| Make My Own Data
® Unlabeled: 56 M tweets, 847 M tokens
® |abeled: 2374 tweets, 34k tokens

® |000 clusters over 217k word types
® Preprocessing: discard words that occur < 40 times

http://www.ark.cs.cmu.edu/TweetNLP/cluster_viewer.html
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What does it learn?

® Orthographic normalizations

50 sO -so so- $0 /so //so

SO0 SOOO SOO00 SOOO000 SOOO0000 SOOO00000 SOOO000000 SOOO00O00000 SOOO00000000
— SOO0000000000 SOOO0000000000 SOOO00000000000 SOSO SOO000000000000
SO00000000000000 SOOO0O0000000000000 SOSOSO SUpCIIrr SO0O0O0O0O0O0O0000000000 SSO00
so0o SUPCITIT s00 SO00000000000000000 SOSOSOSO SOO00000000000000000 SSO0
SSSO00 SO0000000000000000000 #t00 s00 $s0000 SO0 SO00000000000000000000
00000 S0SO0S0SOSO SO0OO00000000000000000000 SSSOO000 SSO0000 SUPCITIIT Very2
s000 S000000000000000000000000 SOOO00000000000000000000000
SO0000000000000000000000 _SO_ SOOO000000000000000000000000 /S0/ SSSO0000
SOSOSOSOSOSO

® suggests joint model for morphology/spelling

33
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® Emoticons etc.
(Clusters/tagger useful for sentiment analysis: NRC-Canada SemEval 2013, 2014)

:d M =d *-* :-d \o/ :dd \m/ 8d *--* *_* y.u:ddd ;}) *.* o/ ;3 =))) *---*\("V )/ n_nb-) (A_N)
Aoh :dddd ;dd *__*:)))))) *----*d/Vo\:=ddn.n-q*__ *:33 :ddddd :od -n *----- * xddddd
<URL-crunchyroll.com> Ay (X \= =:) #-eeeen *\O/ ()

3)p:-)Xxd;-)d(G:3;p=p:-p=));] xdd =7 #gnoxddd >:) ;-p>d08- )0 = O;-dO = [;
0:A) =)))) ;-)) <URL-seesmic.com> :pp :~) X'd :0p >:p ;A) >:] =))))) :>) <URL-hstl.co> ;))))
i~) toort >:3 #eden ;pp

DENJON=AANMAAL)) @ (CA_AEAM))) @ (0 0:-) @ 8A__A(0}
MO © OO0 :M:010=]1e a0u)) [=¢:A__AN =)«

00 _0«0.0Xxp;o._.ttt t#wtf#lolo:x Xx=00_odxo0_0:-0 - --"0_0 o__o »» u_u #help
--' =3 (-_-) -) #confused O #omg —_= tAt otl #igetthatalot @ xddddo__o@@ cxt__td80
S SN #whodoesthat ¢_e :00

(e ((diilss - ~=(=><- - /<3N - (@ ((>_<=[:[ #ml 55 -
-=2AA>( & ->>>0/ @ d; -. - ->>:(((-_-"=s0O;_; #ugh:\==0-

X XX XXX XXXX XXXXX Qt XOX XXXXXX XXXXXXX XXXXXXXX #pawpawly XXXXXXXXX XXXXXXXXXX
#1dfamily #frys #1dga xxxxxxxxxxx #askliam #dcth xxxxxxxxxxxx #askniall *rt
#jbinpoland XXXXXXXXXXXXX #askharry x-X #wiimoms XXXXXXXXXXXXXX oxox #wlf #nipclub
+) 1dhg xxxxxxxxxxxxxxx #20peopleilove <URL-paidmodels.com> yart #jedreply
f#elevensestime <URL-shrtn.us> #askzayn XXXXXXXXXXXXXXXX #wineparty +9
#amwritingparty #tweepletuesday #soumanodomano <URL-today.com> #twfanfriday 22h22

<3 ¥ x0x0 <33 x0 <333 ® () #love s2 <URL-twitition.com> #neversaynever <3333 #swag
x3 #believe #100factsaboutme YW & <3<3 <33333 #blessed xoxoxo = #muchlove
#salute xoxox YWV #excited # O #happy #leggo #cantwait <3<3<3 #loveit <333333
#iplease #dailytweet #thanks 4, (" ) v #yay #thankyou #loveyou {} €7) #nsn #iloveyou
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(Immediate?) future auxiliaries

gonna gunna gona gna guna gnna ganna gqonna gonnna gana
qunna gonne goona gonnaa glnna goina gonnah goingto
gunnah gonaa gonan gunnna going2 gonnnna gunnaa gonny
gunaa quna goonna qona gonns goinna gonnae gnna gonnaaa
gnaa

tryna gon finna bouta trynna boutta gne fina gonn tryina
fenna qone trynaa qon boutaa funna finnah bouda boutah
abouta fena bouttah boudda trinna gne finnaa fitna aboutta
goin2 bout2 finnna trynah finaa ginna bouttaa fna try'na g0n
trynn tyrna trna bouto finsta fnna tranna finta tryinna finnuh
tryingto boutto

finna ~ “fixing to”
tryna ~ “trying to”
bouta ~ “about to”

35
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Subject-AuxVerb constructs

[Contraction
splitting?]

[Mixed]

1'd you'd we'd he'd they'd she'd who'd 1’d u'd youd you’d iwould theyd
icould we’d 1°d #whydopeople he’d 1°d #1usedto they’d 1'ld she’d
#iwantsomeonewhowill 1'de imust a:1'd you d yu'd icud 1I'd

ill ima 1mma 1'ma 1'mma ican iwanna umma imaa #imthetypeto 1will
amma #menshouldnever igotta #whywouldyou #iwishicould
#sometimesyouhaveto #thoushallnot #ihatewhenpeople illl
#thingspeopleshouldnotdo #howdareyou #thingsgirlswantboystodo
im'a #womenshouldnever #thingsblackgirlsdo immma iima
#ireallyhatewhenpeople 1should #thingspeopleshouldntdo #irefuseto itl
#howtospoilahoodrat iwont imight #thingsweusedtodoaskids ineeda
#thingswhitepeopledo we'l #whycantyoujust #whydogirls
#everymanshouldknowhowto #ushouldnt #howtopissyourgirloff
#amanshouldnot #uwannaimpressme #realfriendsdont immaa
#1lovewhenyou

you'll we'll it'll he'll they'll she'll it'd that'll u'll that'd youll ull you’ll itll
there'll we’ll 1td there'd theyll this'll thatd thatll they’ll didja he’ll it’11
yu'll she’ll youl you'll you'l you'll yull u'l it'l we’ll we'll didya that’1l
it’d he'l shit'll they'l theyl she'l everything'll he'll things'll u’ll this'd

11 CHAT 07T TNV "1 -1'1 /must @pretweeting she™11

36
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Word clusters as features

1kr smh he asked fir yo last
! G O V P D A
name SO he can add u on
N P O Vv Vv O P
fb  lololol
A !
w fo fa fr fro ov fer fir whit abou aft serie fore fah fuh w/her w/that fron isn agains non-st.arldarfl
prepositions
yeah yea nah naw yeahh nooo yeh noo noooo yeaa ikr nvm yeahhh nahh nooooo “interjections”
facebook fb itunes myspace skype ebay tumblr bbm flickr aim msn netflix pandora online se["VIce
Names
“hashtag-
smh jk #fail #random #fact smfh #smh #winning #realtalk smdh #dead #justsaying &Y

interjections’”??
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Highest-weighted POS—treenode features

hierarchical structure generalizes nicely.

Cluster prefix [Tag | Types Most common word in each cluster with prefix

11101010* ! 8160 | lol Imao haha yes yea oh omg aww ah btw wow thanks
sorry congrats welcome yay ha hey goodnight hi dear
please huh wtf exactly idk bless whatever well ok

11000* L 428 |i'm im you're we're he's there's its it's

1110101100* E 2798 |x <3:d:p:):0:/

111110* A 6510 | young sexy hot slow dark low interesting easy important
safe perfect special different random short quick bad crazy
serious stupid weird lucky sad

1101* 378 |the da my your ur our their his

01* V | 29267 |do did kno know care mean hurts hurt say realize believe
worry understand forget agree remember love miss hate
think thought knew hope wish guess bet have

11101* o) 899 you yall u it mine everything nothing something anyone
someone everyone nobody

100110* & 103 |or n & and
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Clusters help POS tagging

words+clusters+dicts
words+clusters

words+dicts

just clusters EEE
words

/ 8 8 8 88 89 90 91 92 93 94

all handcrafted features
(shape, regexes, char ngrams)

Test set accuracy

39
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Clusters help POS tagging

words+clusters+dicts
words+clusters
words+dicts

just clusters

words

s

all handcrafted features
(shape, regexes, char ngrams)

U

86 8/ 8 89 90 91

Test set accuracy

92

93

94
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Clusters help POS tagging

words+clusters+dicts
words+clusters
words+dicts

just clusters

words

/ 8 8 8/ 8 89 90 91
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(shape, regexes, char ngrams)

Test set accuracy

93
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Clusters help POS tagging

words+clusters+dicts
words+clusters
words+dicts

just clusters

~

all handcrafted features
(shape, regexes, char ngrams)

words

8

U

93 94

Dev set accuracy
using only clusters as features

o _
»
>
(@)
©
Tp])
s 8 -
(&)
<
(@)]
c o _|
s 8
&
|_
0 _|
N
I
1e+03

1e+05 1e+07

Number of Unlabeled Tweets

39
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Using word representations

® Pre-trained word representations you can download

® Vectors: GloVe algorithm, trained on news, web, twitter
http://nlp.stanford.edu/projects/glove/

® Vectors: word2vec algorithm, trained on web news
https://code.google.com/p/word2vec/

® (Clusters: Brown hierarchical clustering, trained on twitter
http://www.ark.cs.cmu.edu/TweetNLP/

® Or, train your own embeddings; open-source software for all the
above

® |ncorporate as features for supervised learning
® (Hierarchical) cluster ID
® Embedding dimension value (or cluster it...)
® Similarity to seed term(s)

® Manual dictionary building: go through similarity list, manually
select ones you want

® Compare: manually curated lexical resources like
WordNet and Freebase

40
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Ongoing research
in word representations

® Morphology
® Phrases and multiwords: compositionality

® Vector-valued summaries of sentences,
paragraphs, documents!

® Neural networks / deep learning

4]
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Question:

What do the words ‘spinning” and
‘repeating’ have in common?

How could we use this to learn better
word embeddings?




Morphological Neural Language Model

 Represent every word type as a feature
vector.

* Learn an embedding for every feature.

* The embedding for a word is the sum of the
embeddings of its features.
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Word Pair - Path

| ate the cake | ate the cake
He ate the burger He ate the burger

Michelle ate the pizza Michelle ate the pizza

Word pairs that appear with similar patterns have similar semantic
relationships (Turney et al., 2003)

|, He, and Michelle are similar
Cake, Burger, and Pizza are similar
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Word Pair - Path

| ate the cake, He ate the burger, Michelle ate the pizza
Path

(Word Type, Word Type)

Word pairs that appear with similar patterns have similar semantic
relationships (Turney et al., 2003)

|, He, and Michelle are similar
Cake, Burger, and Pizza are similar
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Word Pair - Path

Path

(Word Type, Word Type)

Patterns are similar if they have similar arguments.

Zuckerberg, CEO of Facebook, Zuckerberg, head of Facebook,
Zuckerberg, head honcho at Facebook
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