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Machine Translation

• MT beyond word-based models

• Phrase-based

• Syntax

• Features

• Evaluation
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Phrase-based MT

• Phrases can memorize local reorderings

• State-of-the-art (currently or very recently) in 
industry, e.g. Google Translate
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Fig. 5. Visualization of the phrase-based model of translation. The model involves three steps. (1) The
English sentence is segmented into “phrases”—arbitrary contiguous sequences of words. (2) Each phrase
is translated. (3) The translated phrases are reordered. As in Figure 3, each arrow corresponds to a single
decision.

long-distance reordering for verb movement in German to English translation, using
language-specific heuristics.

As we can see, a dominant theme of translation modeling is the constant tension
between expressive modeling of reordering phenomena, and model complexity.

2.1.2. Phrase-Based Models. In real translation, it is common for contiguous sequences
of words to translate as a unit. For instance, the expression “ ” is usually translated
as “north wind.” However, in word-based translation models, a substitution and reorder-
ing decision is made separately for each individual word. For instance, our model would
have to translate as “north” and as “wind,” and then order them monotonically,
with no intervening words. Many decisions invite many opportunities for error. This
often produces “word salad”—a translation in which many words are correct, but their
order is a confusing jumble.

Phrase-based translation addresses this problem [Och et al. 1999; Marcu and Wong
2002; Koehn et al. 2003; Och and Ney 2004]. In phrase-based models the unit of trans-
lation may be any contiguous sequence of words, called a phrase.7 Null translation
and fertility are gone. Each source phrase is nonempty and translates to exactly one
nonempty target phrase. However, we do not require the phrases to have equal length,
so our model can still produce translations of different length. Now we can characterize
the substitution of “north wind” with “ ” as an atomic operation. If in our parallel
corpus we have only ever seen “north” and “wind” separately, we can still translate
them using one-word phrases.

The translation process takes three steps (Figure 5).

(1) The sentence is first split into phrases.
(2) Each phrase is translated.
(3) The translated phrases are permuted into their final order. The permutation prob-

lem and its solutions are identical to those in word-based translation.

A cascade of transducers implementing this is shown in Figure 6. A more detailed
implementation is described by Kumar et al. [2006].

The most general form of phrase-based model makes no requirement of individ-
ual word alignments [Marcu and Wong 2002]. Explicit internal word alignments are

7In this usage, the term phrase has no specific linguistic sense.

ACM Computing Surveys, Vol. 40, No. 3, Article 8, Publication date: August 2008.

Phrase-to-phrase translations

p(f ,a | e) = p(f | e,a) p(a | e)
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Phrase Extraction

I   open   the    box

watashi

wa

hako

wo

akemasu

hako wo akemasu / open the box

Phrase extraction for training:
Preprocess with IBM Models to predict alignments
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Maria no dio una bofetada a la bruja verde

Mary not give

did not

no

a slap to

by

the witch green

did not give

slap

a slap

to the

the

green witch

the witch

hag bawdy

Decoding
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More MT issues

• MT beyond word-based models

• Phrase-based

• Syntax

• Features
(noisy channel is just two log-linear features)

• Evaluation
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