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Georges Artrouni's 
“mechanical brain”, 
a translation device 
patented in France 
in 1933. (Image from 
Corbé by way of 
John Hutchins)
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IBM Model 1: Inference and learning
• Alignment inference:

Given lexical translation probabilities,
infer posterior or Viterbi alignment
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• How do we learn translation parameters?
EM Algorithm

argmax

✓
p(e | f, ✓)

Learning Lexical 
Translation Models
• How do we learn the parameters

• “Chicken and egg” problem

• If we had the alignments, we could 
estimate the parameters (MLE)

• If we had parameters, we could find the 
most likely alignments

p(e | f)
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• How do we learn the parameters
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estimate the parameters (MLE)
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• Chicken and egg problem:
If we knew alignments, translation 
parameters would be trivial (just counting)

• Translation: incorporate into noisy channel
(this model isn’t good at this)

argmax

a
p(a | e, f, ✓)

argmax

f
p(e | f, ✓) p(f)
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Exercise
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lat ion  is, of course, m ore com plicated: 
First , on ly 2 of th e 27 Cen tauri words were

am biguous, wh ereas in  n atural lan guages such
as En glish , alm ost all words are am biguous. 

Secon d, sen ten ce len gth  was un ch an ged in
all bu t  on e of th e tran slation s; in  real tran sla-
t ion , th is is rare. 

Th ird , th e ext raterrest rial sen ten ces were
m u ch  sh orter th an  typ ical n atu ral lan gu age
sen ten ces. 

Fourth , words are tran slated differen tly de-
pen din g on  con text . Th e tran slat ion  m eth od
on ly used Cen tauri word-pair coun ts for con -
text , p referrin g “wiwok rarok...” over “erok
rarok.…” However, resolvin g lexical am biguity
in  gen eral requires a m uch  wider con text an d,
often , soph ist icated reason in g as well. 

Fifth , ou tput word order sh ould  be sen sit ive
to in put word order. Our m eth od could n ot de-
cide between  ou tpu t  “Joh n  loves Mary” an d
“Mary loves Joh n ,” even  th ou gh  on e of th e
two is likely to be a terrible tran slation . 

Sixth , th e data seem ed to be cooked: Drop
out sen ten ce pairs 8 an d 9, for exam ple, an d
we would n ot be able to sett le on  align m en ts
for th e rem ain in g sen ten ces. Man y such  align -
m en ts wou ld  be p ossib le, com p licat in g ou r
tran slation  diction ary. 

Seven th , our m eth od does n ot allow for an y
ph rasal d ict ion ary en tries (for exam ple, anok
plok = pippat rrat), alth ough  h um an  tran slators
m ake exten sive use of such  diction aries. 

Th e list  goes on : W h at  abou t  p ron ou n s?
W h at  abou t  in flect ion al m orph ology? W h at
abou t  st ructu ral am bigu ity? Wh at  abou t  do-
m ain  kn owled ge? W h at  abou t  th e scop e o f
n egation ? 

However, ou r ext raterrest rial exam ple was
realist ic in  on e respect: It  was actually an  exer-
cise in  Span ish -En glish  tran slation ! Cen tauri is
m erely En glish  in  ligh t  d isguise—for erok, read
his; for sprok, read associates; an d so on . Span -
ish  an d Arcturan  are also th e sam e. Here is th e
real bilin gual train in g corpus:

1a. Garcia an d associates.
1b. Garcia y asociados.

2a. Carlos Garcia h as th ree associates.
2b. Carlos Garcia t ien e tres asociados.

3a. h is associates are n ot stron g.
3b. sus asociados n o son  fuertes.

4a. Garcia h as a com pan y also.
4b. Garcia tam bien  t ien e un a em presa.

5a. its clien ts are an gry.
5b. sus clien tes están  en fadados.

6a. th e associates are also an gry.
6b. los asociados tam bien  están  en fadados.

7a. th e clien ts an d th e associates are en em ies.
7b. los clien tes y los asociados son  en em igos.

8a. th e com pan y h as th ree groups.
8b. la em presa t ien e tres grupos.

9a. its groups are in  Europe.
9b. sus grupos están  en  Europa.

10a. th e m odern  groups sell stron g ph arm aceuti-
cals.
10b. los grupos m odern os ven den  m edicin as
fuertes.

11a. th e groups do n ot sell zan zan in e.
11b. los grupos n o ven den  zan zan in a.

12a. th e sm all groups are n ot m odern .
12b. los grupos pequeñ os n o son  m odern os. 

If you  don ’t  kn ow Span ish  (even  if you  do),
you  can  con gratu late yourself on  h avin g tran s-
lated th e n ovel sen ten ce “la em presa t ien e en -
em igos fuertes en  Europa” (13b) as “th e com -
pan y h as stron g en em ies in  Europe” (13a). Had
you n ot flipped th e order of ghirok an d enem ok,
your tran slation  would h ave been  worse: “Th e
com pan y h as en em ies stron g in  Europe.” Like-
wise, you  tran slated “sus grupos pequeñ os n o
ven den  m edicin as (14b) as “its sm all groups do
n ot sell ph arm aceuticals” (14a). Th e curiously
un tran slatable Cen tauri word crrrok was actual-
ly th e En glish  word do; “do n ot sell” tran slates
to “n o ven den .” 

With out relyin g on  lin gu ist ic ph rase struc-
ture an d real-world  kn owledge, you  were able
to learn  en ough  about En glish  an d Span ish  to
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Figure 5. An Attem pt to Put a Group of Centauri W ords in the Right Order.
Arrows represen t previously observed word pairs from  figure 4.
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MLE
• Maximum Likelihood Estimation:

general method to learn parameters theta
from observed data x

6

argmax

✓
P (x | ✓)

• Turns out ... for simple multinomial models, the MLE is 
simply normalized counts!

✓

dog

⌘ P (w = “dog” | ✓)
✓

MLE
= P (corpus | ✓)

)

✓

MLE
dog

=

count of “dog”

num tokens total
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Naive Bayes:  x: text, z: classes

Supervised Learning
Given z, learn θ

MLE algorithm:
Count words per class
     θ = count(w,k)/count(k)

Unsupervised 
Learning
Learn z,θ at once
(Clustering)

Thursday, October 29, 15



Naive Bayes:  x: text, z: classes

Supervised Learning
Given z, learn θ

MLE algorithm:
Count words per class
     θ = count(w,k)/count(k)

Unsupervised 
Learning
Learn z,θ at once
(Clustering)

Hard EM algorithm:
Randomly initialize θ
Iterate:
  1. Predict each document class
      z := argmax_z P(z | x,theta)
  2. Count words per class
      θ = count(w,k)/count(k)

Soft EM:
“Expectation”-step:
Calculate z posterior values, and 
M-step: fractional counts
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EM

• Motivation:  Want to learn parameters with
observed data (text) but the model wants
Latent/missing variables (alignments)

• Applications

• Unsupservised learning: e.g. unsup. NB, unsup. HMM

• Alignment models: e.g. IBM Model 1

• Is Model 1 “unsupervised”?

8
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EM Algorithm
• pick some random (or uniform) parameters

• Repeat until you get bored (~ 5 iterations for lexical translation 
models)

• using your current parameters, compute “expected” 
alignments for every target word token in the training data

• keep track of the expected number of times f translates into e 
throughout the whole corpus

• keep track of the expected number of times that f is used as 
the source of any translation

• use these expected counts as if they were “real” counts in the 
standard MLE equation

p(ai | e, f) (on board)

Thursday, January 24, 13
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EM for Model 1
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EM for Model 1
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Convergence
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• stopped here

17
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MT

• Phrase-based models

• Evaluation

18
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Phrase-based MT

• Phrases can memorize local reorderings

• State-of-the-art (currently or very recently) in 
industry, e.g. Google Translate

19

8:8 A. Lopez

Fig. 5. Visualization of the phrase-based model of translation. The model involves three steps. (1) The
English sentence is segmented into “phrases”—arbitrary contiguous sequences of words. (2) Each phrase
is translated. (3) The translated phrases are reordered. As in Figure 3, each arrow corresponds to a single
decision.

long-distance reordering for verb movement in German to English translation, using
language-specific heuristics.

As we can see, a dominant theme of translation modeling is the constant tension
between expressive modeling of reordering phenomena, and model complexity.

2.1.2. Phrase-Based Models. In real translation, it is common for contiguous sequences
of words to translate as a unit. For instance, the expression “ ” is usually translated
as “north wind.” However, in word-based translation models, a substitution and reorder-
ing decision is made separately for each individual word. For instance, our model would
have to translate as “north” and as “wind,” and then order them monotonically,
with no intervening words. Many decisions invite many opportunities for error. This
often produces “word salad”—a translation in which many words are correct, but their
order is a confusing jumble.

Phrase-based translation addresses this problem [Och et al. 1999; Marcu and Wong
2002; Koehn et al. 2003; Och and Ney 2004]. In phrase-based models the unit of trans-
lation may be any contiguous sequence of words, called a phrase.7 Null translation
and fertility are gone. Each source phrase is nonempty and translates to exactly one
nonempty target phrase. However, we do not require the phrases to have equal length,
so our model can still produce translations of different length. Now we can characterize
the substitution of “north wind” with “ ” as an atomic operation. If in our parallel
corpus we have only ever seen “north” and “wind” separately, we can still translate
them using one-word phrases.

The translation process takes three steps (Figure 5).

(1) The sentence is first split into phrases.
(2) Each phrase is translated.
(3) The translated phrases are permuted into their final order. The permutation prob-

lem and its solutions are identical to those in word-based translation.

A cascade of transducers implementing this is shown in Figure 6. A more detailed
implementation is described by Kumar et al. [2006].

The most general form of phrase-based model makes no requirement of individ-
ual word alignments [Marcu and Wong 2002]. Explicit internal word alignments are

7In this usage, the term phrase has no specific linguistic sense.

ACM Computing Surveys, Vol. 40, No. 3, Article 8, Publication date: August 2008.

Phrase-to-phrase translations

p(f ,a | e) = p(f | e,a) p(a | e)
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Phrase Extraction

I   open   the    box

watashi

wa

hako

wo

akemasu

hako wo akemasu / open the box

Phrase extraction for training:
Preprocess with IBM Models to predict alignments
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Maria no dio una bofetada a la bruja verde

Mary not give

did not

no

a slap to

by

the witch green

did not give

slap

a slap

to the

the

green witch

the witch

hag bawdy

Decoding
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MT Evaluation 
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Illustrative translation results 
•  la politique de la haine .    (Foreign Original) 
•  politics of hate .     (Reference Translation) 
•  the policy of the hatred .    (IBM4+N-grams+Stack) 

•  nous avons signé le protocole .    (Foreign Original) 
•  we did sign the memorandum of agreement .  (Reference Translation) 
•  we have signed the protocol .    (IBM4+N-grams+Stack) 

•  où était le plan solide ?    (Foreign Original) 
•  but where was the solid plan ?    (Reference Translation) 
•  where was the economic base ?   (IBM4+N-grams+Stack) 

the Ministry of Foreign Trade and Economic Cooperation, including foreign 
direct investment 40.007 billion US dollars today provide data include 
that year to November china actually using foreign 46.959 billion US dollars and 
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MT Evaluation 
•  Manual (the best!?):  

–  SSER (subjective sentence error rate) 
–  Correct/Incorrect 
–  Adequacy and Fluency (5 or 7 point scales) 
–  Error categorization 
–  Comparative ranking of translations 

•  Testing in an application that uses MT as one sub-
component 
–  E.g., question answering from foreign language documents 

•  May not test many aspects of the translation (e.g., cross-lingual IR) 

•  Automatic metric:  
–  WER (word error rate) – why problematic? 
–  BLEU (Bilingual Evaluation Understudy) 
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Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 

BLEU Evaluation Metric 
(Papineni et al, ACL-2002) 

•  N-gram precision (score is between 0 & 1) 
–  What percentage of machine n-grams can 

be found in the reference translation?  
–  An n-gram is an sequence of n words 

–  Not allowed to match same portion of 
reference translation twice at a certain n-
gram level (two MT words airport are only 
correct if two reference words airport; can’t 
cheat by typing out “the the the the the”) 

–  Do count unigrams also in a bigram for 
unigram precision, etc. 

•  Brevity Penalty 
–  Can’t just type out single word 

“the” (precision 1.0!) 
 
•  It was thought quite hard to “game” the system 

(i.e., to find a way to change machine output so 
that BLEU goes up, but quality doesn’t) 
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Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 

BLEU Evaluation Metric 
(Papineni et al, ACL-2002) 

•  BLEU is a weighted geometric mean, with a 
brevity penalty factor added. 
•  Note that it’s precision-oriented 

•  BLEU4 formula  
    (counts n-grams up to length 4) 
 
exp (1.0 * log p1 + 
        0.5 * log p2 + 
        0.25 * log p3 + 
        0.125 * log p4 –  
        max(words-in-reference / words-in-machine – 1, 0) 

p1 = 1-gram precision 
P2 = 2-gram precision 
P3 = 3-gram precision 
P4 = 4-gram precision  

Note: only works at corpus level (zeroes kill it); 
there’s a smoothed variant for sentence-level 
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BLEU in Action 


�������     (Foreign Original) 
 
the gunman was shot to death by the police .  (Reference Translation) 
 
the gunman was police kill .    #1 
wounded police jaya of     #2 
the gunman was shot dead by the police .  #3 
the gunman arrested by police kill .   #4 
the gunmen were killed .     #5 
the gunman was shot to death by the police .  #6 
gunmen were killed by police ?SUB>0 ?SUB>0  #7 
al by the police .     #8 
the ringer is killed by the police .    #9 
police killed the gunman .    #10 
 

green  = 4-gram match   (good!) 
red  = word not matched  (bad!) 
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Reference translation 1:   
The U.S. island of Guam is maintaining 
a high state of alert after the Guam 
airport and its offices both received an 
e-mail from someone calling himself 
the Saudi Arabian Osama bin Laden 
and threatening a biological/chemical 
attack against public places such as 
the airport . 

Reference translation 3:   
The US International Airport of Guam 
and its office has received an email 
from a self-claimed Arabian millionaire 
named Laden , which threatens to 
launch a biochemical attack on such 
public places as airport . Guam 
authority has been on alert .  

Reference translation 4:   
US Guam International Airport and its 
office received an email from Mr. Bin 
Laden and other rich businessman 
from Saudi Arabia . They said there 
would be biochemistry air raid to Guam 
Airport and other public places . Guam 
needs to be in high precaution about 
this matter .  

Reference translation 2:   
Guam International Airport and its 
offices are maintaining a high state of 
alert after receiving an e-mail that was 
from a person claiming to be the 
wealthy Saudi Arabian businessman 
Bin Laden and that threatened to 
launch a biological and chemical attack 
on the airport and other public places .  

Machine translation:   
The American [?] international airport 
and its the office all receives one calls 
self the sand Arab rich business [?] 
and so on electronic mail , which 
sends out ;  The threat will be able 
after public place and so on the 
airport to start the biochemistry 
attack , [?] highly alerts after the 
maintenance. 

Multiple Reference Translations 

Reference translation 1:   
The U.S. island of Guam is maintaining 
a high state of alert after the Guam 
airport and its offices both received an 
e-mail from someone calling himself 
the Saudi Arabian Osama bin Laden 
and threatening a biological/chemical 
attack against public places such as 
the airport . 

Reference translation 3:   
The US International Airport of Guam 
and its office has received an email 
from a self-claimed Arabian millionaire 
named Laden , which threatens to 
launch a biochemical attack on such 
public places as airport . Guam 
authority has been on alert .  

Reference translation 4:   
US Guam International Airport and its 
office received an email from Mr. Bin 
Laden and other rich businessman 
from Saudi Arabia . They said there 
would be biochemistry air raid to Guam 
Airport and other public places . Guam 
needs to be in high precaution about 
this matter .  

Reference translation 2:   
Guam International Airport and its 
offices are maintaining a high state of 
alert after receiving an e-mail that was 
from a person claiming to be the 
wealthy Saudi Arabian businessman 
Bin Laden and that threatened to 
launch a biological and chemical attack 
on the airport and other public places .  

Machine translation:   
The American [?] international airport 
and its the office all receives one calls 
self the sand Arab rich business [?] 
and so on electronic mail , which 
sends out ;  The threat will be able 
after public place and so on the 
airport to start the biochemistry 
attack , [?] highly alerts after the 
maintenance. 
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Initial results showed that BLEU predicts 
human judgments well 

R 2 = 88.0%

R 2 = 90.2%
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