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Gradient Phonotactics 
1 

¨  How good are these as 
novel words of English? 
¤  stin 
¤ blick 
¤ mip 
¤  skell 
¤ blafe 
¤ bwip 
¤  shmy 

¤  smum 
¤ dlap 
¤ bzack 
¤ mrock 
¤ dmell 
¤  lnoot 
¤ mdap 
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Gradient Phonotactics 

¨  Knowledge of gradient phonotactics has been 
illustrated in a range of tasks 
¤  Lexical access 

n  Faster recognition of more phonotactically probable words 

¤ Word learning 
n  Faster acquisition of more phonotactically probable words 

¤ Word segmentation by children and adults 
n  This is the main information we think infants use to segment speech 
n  Example: Mattys & Jusczyk (2001) 

n  ..bean gaffe hold..  [ng] and [fh] occur infrequently within words 
n  ..fang gaffe tine..  [ŋg] and [ft] occur frequently within words 
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What’s Phonotactic Probability? 

¨  What’s the probability of? 
¤ blick vs. shmy vs. mrock 

¨  Ideas? 
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N-grams! 

¨  Pr(#abcd#) 
¨  Pr(a | b) = ? 
¨  Chain Rule 

¤ Pr(a,b) = Pr(a | b)Pr(b) 
¤ Pr(a,b,c) = Pr(a | b,c)Pr(b | c)Pr(c) 

  = Pr(c | a,b)Pr(b | a)Pr(a) 

¨  Apply chain rule to Pr(#abcd#)? 
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N-grams! 

¨  Pr(#abcd#)? 
¤ Pr(a | #) * 
¤ Pr(b | #,a) * 
¤ Pr(c | #,a,b) * 
¤ Pr(d | #,a,b,c) * 
¤ Pr(# | #,a,b,c,d) 

¨  N-grams make an independence assumption that 
only a fixed amount of history matters… 
¤ Unigrams, bigrams, trigrams, etc. 
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N-grams 
7 

¨  We can’t condition on every possible preceding 
sequence - there’s too many! 
¤  Jack and Jill went up the hill 

¨  N-gram models condition on N-1 previous symbols: 
¤ Unigrams: no history 

n  P(Jack)P(and)P(Jill)P(went)P(up)P(the)P(hill) 

¤  Bigrams: 1 previous symbol 
n  P(Jack | #)P(and | Jack)P(Jill | and)P(went | Jill)… 

¤  Trigrams: 2 previous symbols 
n  P(Jack | ##)P(and | # Jack)P(Jill | Jack and)P(went | and Jill)… 



What’s Phonotactic Probability? 

¨  What’s the bigram probability of? 
¤ blick vs. shmy vs. mrock 
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What’s Phonotactic Probability? 

¨  What’s the bigram probability of? 
¤ blick vs. shmy vs. mrock 

¨  P(b | #)P(l | b)P(i | l)… 
¤ How can we estimate these probabilities? 
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Baseline: Phoneme bi-grams 

¨  Example 
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about the goodness of a particular n-gram by collecting more words.3

Bailey & Hahn (2001) find that even triphones are of little or no use in
predicting acceptability of English monosyllables, though taking at least
triphones into consideration would probably be advantageous in evalu-
ating polysyllabic words.
Given a particular length of substring (n), there are also various ways

to calculate the probability of each n-gram; we focus here on the
TRANSITIONAL PROBABILITY from the first (nA1) segments to the final
segment. For example, given a word abcd with biphones #a, ab, bc, cd, and
d#, the transitional probability of ab (that is, the conditional probability of
b given a) is defined as the number of times ab occurs in the corpus divided
by the total number of times a appears as the first member of a biphone
(i.e. the proportion of occurrence of a that are followed by b).4

Biphone probabilities in one form or another have been shown to
correlate with a wide variety of phenomena, including phoneme iden-
tification (Pitt & McQueen 1998), repetition speed in shadowing tasks
(Vitevitch et al. 1997, Vitevitch & Luce 1998, 2005), response time in
same/different tasks (Vitevitch & Luce 1999) and looking times in 9-
month-olds (Jusczyk et al. 1994). Furthermore, even a simple model
employing just biphone transitional probabilities can make a certain
amount of headway in capturing gradient differences in nonce word

Table I
Biphone transitional properties of stin and blafe.

0·057
0·106
0·042
0·007
0·067

biphone stIn

1
2
3
4
5

#s
st
tI
In
n#

0·118
0·205
0·192
0·108
0·151

bleIf

#b
bl
leI
eIf
f#

log (prob) –4·12 –6·93

3 The fact that words tend to be short further limits the usefulness of longer sub-
strings. The median length of single-word lemma entries in the CELEX corpus
(Baayen et al. 1993) is six segments, meaning that on average, each word contributes
information about just six trigrams (including word edges).

4 Other strategies have been proposed, including simply summing over the compo-
nent biphone probabilities Vitevitch & Luce (1998, 2004), but joint probabilities
(products) yield better results for all of the data sets discussed below. It is also
possible to normalise for length (in segments) by taking the arithmetic mean or
geometric mean (Bailey &Hahn 2001) of the probabilities. However, Bailey &Hahn
(2001: 582) report that averaging actually decreased the performance of their model
slightly, and similar results were found for the data to be discussed in w3.2.

Feature-based generalisation as a source of gradient acceptability 13



What’s Phonotactic Probability? 

¨  What’s the bigram probability of? 
¤ blick vs. shmy vs. mrock 

¨  If we’re primarily interested in the initial consonant 
sequences, there are several ways we could use n-
grams to model these sequences… 
¤ Pros and cons? 
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How do Bigrams do? (Albright 2009) 
12 

than the segment (onsets, rhymes), in the present case, many test items
have onsets or rhymes that are rare ([#sf, #skl, u:Z#]) or unattested ([#Sw,
Ilb#, OIks#]), and are thus not differentiated by frequency of the con-
stituent taken as a whole. For such comparisons, we would expect the
model to benefit from an ability to evaluate rare or unattested sequences
by considering their similarity to other attested combinations – precisely
as the natural class-based model is designed to do. In order to investigate
the possibility of modelling nonce word acceptability in terms of
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natural class-based biphones (log prob)

m
ea

n 
ra

ti
ng

6

5

4

3

2

’17 ’14 ’11 ’8

pwVdz

sleIm

ploUnT
spÓaÓfsmi:nT

TeIpt
smi:lT

Twi:ks

dwoUJ
ploUmf

smEÓgTÓOIks
smEÓf kÓIlg

tÓIlb
fÓIlg

sklu:nd
pwIpsfu:ndSwu:Z

ÓaIntsmIÓg
snOIks

twusmVm

gwEnJSÓu:ks
nVNskwolk

zeIps
Cu:l

SaInt blIg
skOIl
bÓEJ

kwi:d
dÓaIs

skIkflEtskÓaId zeIdÓItfli:p
bleIf gEz

noUld
kIv

gu:d plImbaIz
CaInd

gÓEl tES
glIp

lVm
pVm

splIN

daIz
skwIl

ti:p
SIlkpÓi:k neIs

gEÓ S#n taÓk

deIp
gÓaInt

spæktÓIsk
CeIk

gli:d

Óæsk
snEl

glIt
stIn

pleIk
m#n mIpÓaIf stIppæNk pInt

staIÓ

wIs

flIJ

tVNk

skEl

(a)

(b)

Figure 3

Biphone models of whole-word ratings.
(a) Segmental biphones; (b) natural class-based biphones.
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How do bigrams do? 

¨  Overall correlations with human judgments? 
¤ Training on just onsets: 

n  r = 0.88 
n  Hayes & Wilson (2008) 

¤ Training on whole words: 
n  r = 0.78 (with syllable boundaries), = .50 (without) 

n  Daland et al. (2011) 

 

13 



Problem! 
14 

¨  People show gradient judgments of two kinds 
¨  Attested onset clusters 

¤  stin > blin > bwin 

¨  And unattested onset clusters 
¤  bnick > bzick > mbick  

¨  High correlations due to differences across not within 
¨  This latter category gives us crucial clues about how 

people learn and represent these patterns 
¨  However,  

¤  Positional bigrams cannot model this. Why? 
¤ Whole-word bigrams do very poorly (r = 0.22). Why? 



So what are people doing? 

¨  Why do people have these judgments then? 
¨  bnick > bzick > mbick  

¨  Notice: this is a problem with generalization 
¤ We want models to generalize correctly to new data 
¤ Cognitive scientists & Linguists are interested in 

modeling how humans generalize (correct = whatever 
humans do) 

¤ N-grams already generalize, just not in the right way! 

¨  Ideas? Intuitions? Can we save this approach? 
¤ Hint: this is not a solved problem yet! 
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So what are people doing? 

¨  Why do people have these judgments then? 
¨  bnick > bzick > mbick  

¨  Two recent models 
¤ Albright 2009 featural bigrams 
¤ Hayes & Wilson 2008 Maximum Entropy model 
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Albright’s Proposal 

¨  bn is relatively good because it’s similar to existing 
¤  bl 
¤  br 
¤  sn 
¤ … 

¨  bd is not as similar to existing sequences 
¤  bl is farther from bd than from bn 
¤  br is farther from bd than from bn 
¤ … 

¨  How to formalize similar?    
¤ Phonetic/phonological features! 

17 



Phonological Features 
18 

                                        Coronal                     Palatal                            Non-coronal                                                                             (Sonorant Consonants) 
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s½ = 5 h bilabial click  
c½ = t5 | dental click  
y = j ! (post) alveolar click  
r = � } palato-alveolar click  
j = < e alveolar lateral click   
c = ts Á alveolar lateral flap  
lÏ = � Ë simultaneous 5 and x  
z½ = < Ä voiced labio-palatal approximate

j½ = d< - voiceless epiglottal fricative 

uA = y � voiced epiglottal fricative 

oA = œ Û [-voi] alveolo-palatal fricative 

a = # Ù voiced alveolo-palatal fricative 

 

Feature Geometry  
 

 (prosodic) 
 Skeleton:                   C,V 
 
 Root Tier:         [consonantal] 

[sonorant] 
 

 Root-linked 
    Tiers:      [cont] 
                        [lat] 
                         [nas] 

 
 Laryngeal                                 LAR 
    Tier:                                  
                                            [voi] [SG] [CG] 
 
 Place Tier: 

PLACE 
 

  [labial]      [coronal]        [dorsal]         [phar] 
 

 [round]   [ant]  [dist]  [hi] [low] [bk]    [ATR] 
 

                                              SONORITY SCALE (varies somewhat across languages)

1 vowels 2 glides 3 liquids 4 nasals 5 fricatives 6 stops & 
affricates  

+syllabic  − syllabic 
− consonantal + consonantal 

+approximant − approximant 
+ sonorant − sonorant  

                                       + continuant [ -cont] [± cont] − continuant
  
 NOTES • Though nasals are specified [-cont] due to obstruction of the oral cavity, nasal airflow makes them more sonorous than stops.

 • The vowel [a] is central (not front, as in some charts) because it can participate in a 3-way color contrast: [æ] vs. [a] vs. [#]. 
 • The feature system here is 3-valued. ‘0’ =  unspecified and is obligatory for any place feature whose mother is specified ‘-’ 

 DIACRITICS  SUPRASEGMENTALS 
� voiceless  n � d � � breathy voice b� a� ¥ primary stress 

� voiced  s � t� � creaky voiced b � a� ¤ secondary stress 

* aspirated t* d* ® linguolabial t® d® Ö long   half long 
� more rounded n� 9 labialized t9 d9 
 extra short 
� less rounded n� , palatalized t, d, o minor (foot) group 


 advanced u
 É velarized tÉ dÉ e major (intonation) group 

� retracted e �  � pharyngealized t� d� . syllable break 

� dental t� d� � nasalized e� TONES AND WORD ACCENTS 

� apical t� d � � nasal release d� e� k extra high �k rising 

� laminal t� d � � lateral release d� e" r high k� falling 

A centralized eA ^ no audible release e� v mid rk hi rising 

 ̀ md-centralized è Ï velar or pharyngeal lÏ e� { low �{ low rising 

B syllabic n B � ATR e�  � RTR e� e� � extra low vrv rise fall 

� non-syllabic e� � lowered e� ↓ downstep © global rise 

² rhoticity  �² � raised e�� ↑ upstep ª global fall 
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Albright’s Proposal 

¨  Do bigrams over phonological classes not phonemes 
¨  bn is b[+voi, +son, +cor, -strid, +nas] 

¤  bl is b[+voi, +son, +cor, -strid, +nas] 
n  We can group n and l into a small natural class b[n l r j] 
n  Frequency of this specific combination is high 

n  bl, br, bj are all attested 

¨  bd is b[+voi, -son, +cor, -cont] 
¤  bl is b[+voi, -son, +cor, -cont] 

n  l and d have less in common, need larger class b[n l r j z n d]  
n  Frequency of this combination is high, but not very related to bd 

19 



Albright’s Proposal: Formally 

¨  Phonotactic probability tradeoff between 
frequency and specificity 
¤    
¤ Where 

n    

¤ How does this deal with bd vs. bn vs. bl? 

20 

score(ab) = max
A,B∈Nat

count(AB)
count(..)

×P(a | A)×P(b | B)

P(a | A) = 1
| A |



Hayes & Wilson (2008) 

¨  Maximum Entropy Model of Phonotactics 
¤ closely related to regression models (in fact they are 

equivalent to multinomial logistic regression models) 
¤ You have some observation c to assign probability to 
¤    
¤ You do so on the basis of various features x1 … xn 

¨  For phonotactics, these features reflect phonological 
preferences and restrictions. 
¤  In Linguistics, features are called constraints 
¤ Constraint-based models of various kinds are widely 

used in theoretical phonology  

21 

€ 

P(y = c) =
e fc (x )

Z
=
e(w0 +w1x1 +w2x2 +...+wnxn )

Z



Top MaxEnt Constraints (HW 2008) 
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Table 4
The learned grammar for English onsets

Constraint Weight Comment Examples

1. *[!son,!dors] 5.64 *[√] *√, *s√
2. *[!cont,!voice,"ant] 3.28 *[Ç] *Ç (see also

#16)
Nasals and obstruents may only be5.91 *kt, *kk, *skt

3. *!
""voice

!ant
!strid # ["approx] preceded (within the onset) by [s].

4. *[ ][!cont] 5.17 Fricatives may not cluster with *sf, *s‡, *sh,
preceding C. *sfl

5. *[ ][!voice] 5.37 Voiced obstruents may not cluster *sb, *sd, *sgr
with preceding C.

6. *[!son][ ] 6.66 Sonorants may only be onset-final. *rt
7. *["strid][!cons] 4.40 Nonstrident coronals may not *dl, *tl, *‡1

precede nonglides.
8. *[ ][!strid] 1.31 Stridents must be initial in a cluster. *st+ (see also

#14, #22)
4.96 The only consonants that may follow *pw vs. pl, pr9. *[!lab] !

"!approx
!cor # labials are [l] and [r].

*+l vs. +r4.84 Only [r] may follow nonanterior10. *["ant] !
"!approx

"ant # coronals.
11. *[!cont,!voice][ ] 4.84 Voiced fricatives must be final in an *vr, *vl vs. fr,

onset. fl
12. *["cont,"ant][ ] 3.17 [t+] and [dÇ] must be final in an *t+r, *dÇr vs.

onset. tr, dr (see
also #22)

13. *[ ]["back] 5.04 [j] may not cluster with a preceding *[bj]ons

C; see above for assumed syllabic
parsing of [ju].

14. *[!ant,!strid]["ant] 2.80 Sibilants must agree in anteriority *sr vs. +r (see
with a following ["anterior] also #22)
consonant.

15. *[!spread]["!back] 4.82 [h] may only cluster with [w] (dialect *hr vs. *hw
assumed has [hw] as legal).

16. *[!cont,!voice,!cor] 2.69 Disprefer voiced coronal fricatives L, z, *Ç (see
(violable). also #2)

2.97 Voiced obstruents may only be gw, dw vs. gr,17. *[!voice] !
"!approx

!cor # followed by [l, r] (violable). dr

2.06 [‡, L] may only be followed by [r] ‡w vs. ‡r (see18. *!!cont
"strid# !

"!approx
"ant # (violable). also #21)

skl vs. spl3.05 In effect: only [p], and not [k], may
19. *[ ] !

""cont
"voice
!lab # [!cons] occur / s l (violable).

(continued)



Results Comparison (Daland et al 2011) 
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Models in Table V are arranged in rows, with members of the same
‘family’ adjacent to one another. The columns are divided into two
groups, with syllabified training/testing on the left, and unsyllabified
input on the right. The columns represent the subset of the data being
regressed, and the entries in each cell represent the correlation. For ex-
ample, the top leftmost numerical cell indicates that the syllabified featural
bigram model ratings had a 21% correlation with human judgements
on the non-words with attested onsets. These correlations provide a con-
venient macrolevel summary of the models’ predictions.

To simplify further analysis, from each family we selected a ‘best’
model, which in our judgement represented the best or near-best

Table V
Correlations of model ratings with Experiment 2 scores.

Albright=featural bigram; bigram=classical bigram; Coleman=syllabic
parser; gnm.set=Generalised Neighbourhood Model with parameter set;
hw[n]=Phonotactic Learner with n constraints; vl.uni/bi=Phonotactic

Probability Calculator (unigram and bigram models respectively). ‘Good’
model correlations are given in bold (see text for details).

Albright

model at-
tested

0·21

over-
all

mar-
ginal

0·25
0·23
0·24
0·23

unat-
tested

at-
tested

0·13

over-
all

mar-
ginal

…0·07

unat-
tested

0·18

syllabification no syllabification

bigram

Coleman

0·19

0·35

0·03

0·16

0·31

0·55

0·22

—0·01

0·51

0·78

0·55

0·26

0·23

– – – –

0·01 …0·14 0·50

gnm.fig
gnm.oral
gnm.writ
gnm.lin

0·07
0·28
0·17
0·32

0·15
0·22
0·24
0·31

…0·29
…0·28
…0·17
—0·22

0·24
0·23
0·24
0·22

0·06
0·26
0·16
0·30

0·08
0·21
0·15
0·24

…0·32
…0·28
…0·30
…0·26

hw[100]
hw[150]
hw[200]
hw[250]
hw[300]
hw[350]
hw[400]

0·00
0·00

…0·09
…0·09
…0·39
…0·39
…0·39

…0·31
0·04
0·05
0·00

…0·02
…0·10

0·00

0·00
0·00
0·00
0·00
0·00
0·00
0·00

0·68
0·75
0·77
0·80
0·81
0·81
0·80

0·02
0·06
0·03
0·13
0·04
0·03
0·04

0·76
0·69
0·64
0·64
0·54
0·51
0·52

0·83
0·82
0·80
0·84
0·80
0·80
0·81

0·79
0·67
0·69
0·70
0·70
0·67
0·68

vl.uni
vl.bi

0·27
0·30

0·11
0·06

0·38
0·27

0·43
0·56

0·30
0·30

0·19
0·08

0·34
0·22

0·36
0·54

(low ‘unattested’ correlation), but it does distinguish unattesteds as a class from
attesteds as a class (high ‘overall ’ correlation).
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Results Discussion 

¨  Observations 
¤  Bigram (.78) and Maxent (.83) do well overall 

n  But it’s easy to do well overall 

¤  Bigrams (.22) do terribly on unattesteds 
¤ MaxEnt does well on unattesteds (.76) 
¤ No model does great on attesteds 

¨  Conclusions? 
¤  Long way to go… 
¤  But…  

n  Features/similarity are important 
n  Syllabification/higher level structure is important 

¤  Ideas? Critiques? Questions? 

24 



Other Work 

¨  One example of computational modeling to 
address cognitive questions 
¤ Main argument: human phonological generalization is 

feature-based and structure sensitive 

¨  Modeling can also be used to address questions 
about learning bias to show how humans 
systematically ignore or depart from certain 
properties of the input 
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Sonority Sequencing Principle 

¨  Sonority Sequencing Principle (SSP) 
¤  [lb]ack ≺ [mb]ack ≺ [bd]ack ≺ [bn]ack ≺ [bɹ]ack ≺ [bj]ack  
¤  -2  -1        0   1     2        3 
¤  Typological Generalizations (Clements 1988, Selkirk 1984) 

n  [bn]ack ⇒ [bl]ack 

¨  Consistent findings of Sonority Projection in English 
¤  Preferences between unobserved clusters (nb vs db) 
¤  Production, perception, acceptability; aural, written  

(Berent et al. 2007, Berent & Lennertz 2009, Berent et al. 2009, Davidson et al. 2004, Davidson 
2006, Daland et al. 2011) 

¨  Debate: Where do these preferences come from? 
¤  Daland et al examine SSP and argue models like MaxEnt can 

capture these effects… 

26 



How can this be? Statistics over classes! 
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OO	
   ON	
   OL	
   OG	
  
st	
   521	
   sn	
  109	
   pr	
  1046	
   kw	
   201	
  

sp	
   313	
   sm	
   82	
   tr	
   515	
   sw	
   153	
  
sk	
   278	
   kr	
   387	
   hw	
   111	
  

gr	
   331	
   tw	
   55	
  
br	
   319	
   dw	
   17	
  
fl	
   290	
   gw	
   11	
  
kl	
   285	
   θw	
   4	
  
fr	
   254	
  
pl	
   238	
  
bl	
   213	
  
sl	
   213	
  

dr	
   211	
  
gl	
   131	
  
θr	
   73	
  
ʃr	
   40	
  

1112  
(17.4%)	
  

191  
(3.0%)	
  

4546 
(71.0%)	
  

552  
(8.6)%	
  

•  Plenty of SSP evidence 
•  LO  none 
•  NO  none 
•  OO  only sO 
•  ON  only sN 
•  OL  71% 

•  Higher level 
•  Son Rise  82.6% 
•  Son Plat.  17.4% 
•  Son Fall  0% 



Polish Clusters 

¨  My ongoing work 
¤  English is the wrong language to test! 

n  Predictions based on input and based on bias are the same! 

¨  Change tactic: look at a language that admits all these 
sequences! 
¤ What are predictions based on input? 
¤ What are predictions based on universal bias? 
¤  Build models for both and evaluate! 

¨  Polish onsets 
¤  Whole Scale! 
¤  [wb]ack ≺ [lb]ack ≺ [mb]ack ≺ [bd]ack ≺ [bn]ack ≺ [bɹ]ack ≺ [bj]ack  
¤     -3  -2  -1        0        1         2        3 
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Polish Clusters: Examples 
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P " F " N" L" G"

P " [ptak] "bird"" [pʂɨjɕt ͡ɕ] "to come"" [dnɔ] "bottom"" [kluʧ] "key"" [ɡwɔva] "head""

 " [ktɔ] "who"" [kɕɔw̃ ̃ʂka] "book"" [dɲa] "day"" [drɔɡa] "road"" [bjawɨ] "white""

F " [ɕpi] "sleeps"" [xfila] "moment"" [ɕɲɛk] "snow"" [vlat ͡ɕ] "to pour"" [vwaɕɲɛ] "exactly""

 " [stɔ] "one hundred"" [fʂɨstkɔ] "everything"" [smɔk] "dragon"" [fruvat ͡ɕ] "to fly"" [zwɨ] "bad""

N" [mdwɔ] "dull"" [mʂa] "mass"" [mɲɛ] "me (inst.)"" [mlɛkɔ] "milk"" [mjaw] "he had""

 " [mgwa] "fog"" [mʂɨt ͡sa] "mite"" [mnɔɡa] "multiple"" [mrufka] "ant"" [mjut] "honey""

L" [rtɛɲt ͡ɕ] "mercury"" [lvɨ] "lions"" [lɲanɨ] "linen" (adj)"

 " [rdz͡a] “rust”" [rvat ͡ɕ] “tear”" [lnu] "linen" (gen)"

G" [wba] "head (gen)"" [wza] "tear""

 " [wkat ͡ɕ] "sob""



What do kids learning Polish do? 

SSP effects using scale:  P≺F≺N≺L≺G≺V 
This is how accurate children are at producing onset 
clusters as a function of sonority rise degree. Strong 
relationship! 
 

30 

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

-1 0 1 2 3 4 



Polish Clusters: statistics 

¨  Could kids get these preferences from input statistics? 
¤  Relative frequency very different from English 

¤  Half the input is Obstruent-Obstruent! 

¨  I consider various ways of modeling the input 
¤  Segment bigrams 

¤  Class-based bigrams 

¤  MaxEnt 

¨  None can capture the kids’ preferences… 
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Sonority Profile	
   LO	
   OO	
   NN	
   ON	
   NL	
   OL	
   NG	
   OG	
  

Token Frequency 0.04% 50.90% 0.50% 3.60% 0.20% 20.40% 3.00% 21.30% 

Type Frequency 0.10% 47.70% 0.20% 6.70% 0.60% 19.60% 2.90% 22.30% 



Thanks! 

¨  Two brief examples of what we do 
¨  Lots of other people in Linguistics interested in 

computational modeling (not just phonology) 
¨  If you’re interested in more… 

¤ Come talk to us! 
¤ Check out our classes! 
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