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Text Corpus Exploration

® You have a big pile of text
documents. What's going on
inside?

® Comparisons to document
covariates

® (Clustering and topic models
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Word-covariate analysis

® Documents have metadata. How do individual words
correlate?

® Words against time

Google books Ngram Viewer

Graph these comma-separated phrases: intemet,telephone,telegram case-insensitive

between 1800 and 2000 from the corpus English : with smoothingof 3 = . Search lots of books

0.00400% -
0.00350% + telephone
0.00300%
0.00250% -
0.00200% -
0.00150% +
0.00100% +

0.00050% + telegram

/ internet
0.00000%

1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on line/label for focus)
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Word-covariate analysis

® Documents have metadata. How do individual words
correlate?

® Words against time and space
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Word-covariate correlations

Docvar se lection: 59 docs, 21,048 wordtoks
1 selected terms: hella

50

47 7
44 -
41 A
38 1

Term Prob >= S out of 10,000 35 -

Docvar-associa ted terms 356/8842 terms 32
29 1
26 1
23

Scatterplot

p(w | Q) where  p(w|Q)
p(w) countg (w)

TermProbThresh

TermCountThresh

AVAR AV

(Exponentiated) Pointwise Mutual Information (a.k.a. lift)
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Text Corpus Exploration

® You have a big pile of text
documents. What'’s going on
inside?
® Comparisons-to-document
covariates
® (Clustering and topic models

Wednesday, November 26, 14



Making sense of text

Suppose you want to learn something about a corpus

that’s too big to read

- What topics are trending today on
Twitter?

- What research topics receive grant
funding (and from whom)?

- What issues are considered by
Congress (and which politicians are
interested in which topic)?

* Are certain topics discussed more in
certain languages on Wikipedia?

need to make sense of...

* half a billion tweets daily
« 80,000 active NIH grants

* hundreds of bills each year

» Wikipedia (it's big)
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Making sense of text

Suppose you want to learn something about a corpus

that’s too big to read

Why don’t we just throw all
these documents at the
computer and see what
interesting patterns it finds?

need to make sense of...

* half a billion tweets daily
« 80,000 active NIH grants

* hundreds of bills each year

» Wikipedia (it's big)
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Preview

» Topic models can help you automatically discover patterns
In a corpus

- unsupervised learning

- Topic models automatically...
- group topically-related words in “topics”
- associate tokens and documents with those topics
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Demo

http://mimno.infosci.cornell.edu/jsLDA/

® by David Mimno
PhD, 2012, UMass Amherst

Now professor at Cornell

® MALLET: open-source
topic model software in
Java
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The “document”

® TJopic models assume the “document”, or unit of text,
has topical specificity.

® Mimno’s demo: assume every SOTU paragraph has a
distribution over topics.

® |t’s a discourse model...

® Below: topic-word results from Twitter data, assuming
every Twitter user has a distribution over topics.

® |t’'s a user model...

(14
“basketball” pop l,llf:r “daily life” ‘“emoticons” “chit chat”
music
PISTONS KOBE album music tonight shop :
LAKERS game beats artist video weekend getting :) haha :d :(;) :p l?vl chl:,g,kii e:
DUKE NBA #LAKERS going chilling xd :/ hahaha Y
CAVS STUCKEY ITUNES tour ready discount hahah Soglii}s];? in
JETS KNICKS produced vol waiting iam

Wednesday, November 26, 14




So what is “topic™

-Loose idea: a grouping of words that are likely to appear in
the same document-level context

A hidden structure that helps determine what words are

likely to appear in a corpus
- but the underlying structure is different from what you’ve seen before —
it's not syntax

- e.g. if “war” and “military” appear in a document, you probably won't be
surprised to find that “troops” appears later on

why? it's not because they're all nouns
...though you might say they all belong to the same topic

- long-range context (versus local dependencies like n-grams, syntax)
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You've seen these ideas before

Most of NLP is about inferring hidden structures that we
assume are behind the observed text

- parts of speech, syntax trees

You've already seen a model that can capture
hidden lexical semantics

- HMMs: based on sequential structure
- Topic models: based on document grouping of words (unordered!)
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Syntax (HMM) vs Topics

HMM is a reasonable model of part-of-speech:

Stocks mixed after long holiday weekend

Microsoft codename "Threshold": The next major Windows

Apple 1Pads beat early holiday expectations

- coloring corresponds to value of hidden state (POS)
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Syntax (HMM) vs Topics

HMM is a reasonable model of part-of-speech:

Stocks mixed after long holiday weekend

Microsoft codename "Threshold": The next major Windows

Apple 1Pads beat early holiday expectations

but you might imagine modeling topic associations instead:

Stocks mixed after long holiday weekend
Microsoft codename "Threshold": The next major Windows

Apple 1Pads beat early holiday expectations
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Topic models

Take an HMM, but give every document its own transition
probabilities (rather than a global parameter of the corpus)

- This let’s you specify that certain topics are more common
In certain documents

- whereas with parts of speech, you probably assume this doesn't
depend on the specific document
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Topic models

Take an HMM, but give every document its own transition
probabilities (rather than a global parameter of the corpus)

- This let’s you specify that certain topics are more common
In certain documents
- whereas with parts of speech, you probably assume this doesn't
depend on the specific document
-We’ll also assume the hidden state of a token doesn'’t
actually depend on the previous tokens
- “Oth order”

- individual documents probably don’t have enough data to estimate full
transitions

- plus our notion of “topic” doesn’t care about local interactions
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Topic models

- The probability of a token is the joint probability of the word
and the topic label

P(Word=Apple, topiC=1 ‘ Gd, ,31)
= P(word=Apple | topic=1, B,) P(topic=1 | 6,)
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Topic models

- The probability of a token is the joint probability of the word
and the topic label

P(Word=Apple, topiC=1 ‘ Gd, ,31)
= P(word=Apple | topic=1, B,) P(topic=1 | 6,)

‘ v

each topic has distribution each document has

over words distribution over topics

(the emission probabilities) (the Oth order “transition” probabilities)
 global across all * local to each document

documents
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Topic models

- The probability of a token is the joint probability of the word
and the topic label

P(Word=Apple, topiC=1 ‘ Gd, ,31)
= P(word=Apple | topic=1, B,) P(topic=1 | 6,)

- The probability of a document is the product of all of its
token probabillities
- the tokens are independent because it's a Oth order model

- The probability of a corpus is the product of all of its
document probabilities
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Topic models

Seeking Life’s Bare (Genetic) Necessities
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Topic models

Topics

Documents

Topic proportions and
assignments

gene 0.04
dna 0.02
genetic 0.01

COLD SPRING HARBOR, NEW YORK-—
How many cenes does ;m- need to
Last week at the genome meeting
here, “ two genome rescarchers with madically
different approaches presented complemen-
tary views of the basic genes needed fo
One research ream, using compurer analy-
ses to compare known genomes, concluded

that tud.w'q can be sustained with
just 230 genes, and that the earliest life forms

required a mere 128 genes. The
other rescarcher mapped genes
in a simple parasite and esu
mated thart for this organism,
8OQ genesare plenty to do the
job—but that anvthing short
of 100 wouldn't be enough.
Although the numbers don't
match precisely, those predictions

Y e——

* Genome Mapping and Sequenc-
ing. Cold Spring Harbor, New York,
May 8 10 12.

SCIENCE ¢ VOL. 272 ¢ 24 MAY 1996
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Why is it possible to learn topics at all?

Doc-Topic dist: Topic-Word dist:
over K classes over vocabulary
- N A document is about a A topic is about a small set
2 b small set of topics. of words.
&=lla b
C d
S ) 12 .
g N Word distrib. is mixture b
C
e w ~ Mult(® 6) d
d | , €
g=2 I i ;
d 2 h
N ) 12 |
z ~ Mult(6,) ]
( ) Mul ‘
g f w ~ Mult(¢,)
€ e
g=3
C f . .
\ & 1712 Latent Dirichlet allocation

[Pritchard et al. 2000, Blei et al. 2003]
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Estimating the parameters

*Need to estimate the parameters 6, 3

- want to pick parameters that maximize the likelihood of the observed

data

- This is easy Iif all the tokens were labeled with topics

(observed variables)

Data: Apple iPads beat eatly holiday expectations

- just counting

-But we don’t actually know the (hidden) topic assignments

Data: Apple iPads beat eatly holiday expectations

- sound familiar?
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Estimating the parameters

Expectation Maximization (EM) to the rescue!

1. Compute the expected value of the variables, given the
current model parameters

2. Pretend these expected counts are real and update the

parameters based on these
- now parameter estimation is back to “just counting”

3. Repeat until convergence
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Example: political verb phrase clustering based on arguments

(" )
subj=Israel*, obj=Palestin*
| 2
(" )
say <-ccomp be to commit to
release to strike
take control of carry in
occupy continue in
wound in reject
scuffle with fire at target in
be <-xcomp meet start around
meet with ratchet pressure on
meet with shell
arrest hit
. _/
. _/

( )
subj=US/American, obj=France/French
B | |
| 2
( )
travel <-xcomp meet with release with
consider welcome
meet with welcome by
meet with win
meet with agree with
indict
win from
concern over
win
indict
\ - - J

Topics (phrase probs/dictionaries)

D1

P2

agree with, arrest, be <-xcomp meet, carry in, commit to, concern over, consider, continue in, fire at target in, hit, indict,
meet with, occupy, ratchet pressure on, reject, release to, release with, say <-ccomp be to, scuffle with, shell,
start around, strike, take control of, travel <-xcomp meet with, welcome, welcome by, win, win from, wound in
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Example: political verb phrase clustering based on arguments

(" )
subj=Israel*, obj=Palestin*
g =
(" )

say <-ccomp be to commit to
release to strike
take control of carry in
OCCUpy continue in
wound in reject
scuffle with fire at target in
be <-xcomp meet start around
meet with ratchet pressure on
meet with shell
arrest hit

\\ ))

( )
subj=US/American, obj=France/French
O =
| 2
( )
travel <-xcomp meet with release with
consider welcome
meet with welcome by
meet with win
meet with agree with
indict
win from
concern over
win
indict
g - - ,

Topics (phrase probs/dictionaries)

01 @2

agree with, arrest, be <-xcomp meet, carry in, commit to, concern over, consider, continue in, fire at target in, hit, indict,
meet with, occupy, ratchet pressure on, reject, release to, release with, say <-ccomp be to, scuffle with, shell,
start around, strike, take control of, travel <-xcomp meet with, welcome, welcome by, win, win from, wound in
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Estimating the parameters

Expectation Maximization (EM) to the rescue!
E-step

P(topic=1 | word=Apple, 6,, B/)

_ P(word=Apple, topic=1 | 84, B;)
5, P(word=Apple, topic=£ | Oy, By)
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Estimating the parameters

Expectation Maximization (EM) to the rescue!

new 6,

— # tokens in d with topic label 1

M-step

# tokens in d

if the topic labels were

observed!
* just counting
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Estimating the parameters

Expectation Maximization (EM) to the rescue!
M-step

new 6,

. 2.4 P(topic i=1 | word i, 64, 3,)
S, Sicq P(topic i=£ | word i, 85, B) ¢ loxens in the doo.

sum over each token / in document d
- numerator: “the expected number of tokens with topic 1”
- denominator: “the (expected) number of tokens”
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Estimating the parameters

Expectation Maximization (EM) to the rescue!

new (.,

M-step

= # tokens with topic label 1 and word type w

# tokens with topic label 1

if the topic labels were

observed!
* just counting
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Estimating the parameters

Expectation Maximization (EM) to the rescue!

M-step

1 if word=w, 0 otherwise

new B, —
- 2 II(word i=w)I P(topic i=1 | word i=w, 6,, B,)
2, 2 I(word i=v) P(topic /=1 [word i=v, G4, B,)
(__,sum over vocabulary
sum over each token 7 in the entire corpus

- numerator: “the expected number of times word w belongs to topic 1~
- denominator: “the expected number of all tokens belonging to topic 17
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Smoothing revisited

* Topics are just language models

- Can use standard smoothing techniques for the topic
parameters (the word distributions)

- most commonly, pseudocount smoothing

-Can also smooth the topic proportions in each document
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Smoothing: A Bayesian perspective

- The parameters themselves are random variables
‘PO] a)
P 1 n)

- Some parameters are more likely than others
- as defined by a prior distribution

*You'll see that pseudocount smoothing is the result when
the parameters have a prior distribution called the Dirichlet
distribution

- (in fact, pseudocount smoothing is also called
“Dirichlet prior smoothing”)
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Geometry of probability distributions

A distribution over K elements is a point on a K-1 simplex
- a 2-simplex is called a triangle

A
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Geometry of probability distributions

A distribution over K elements is a point on a K-1 simplex
- a 2-simplex is called a triangle

A
P(A) = 1/3
P(B) = 1/3
P(C) = 1/3
°




The Dirichlet distribution

Continuous distribution (probability density) over points in
the simplex
- “distribution of distributions”

A

B
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The Dirichlet distribution

Continuous distribution (probability density) over points in
the simplex

- “distribution of distributions” N
A denoted Dirichlet(a)

a is a vector that gives the
mean/variance of the
distribution

In this example, ag is larger

than the others, so points
closer to B are more likely

» distributions that give B high
probability are more likely than
distributions that don't

B
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The Dirichlet distribution

Continuous distribution (probability density) over points in
the simplex

- “distribution of distributions” N
denoted Dirichlet(a)

A

a is a vector that gives the
mean/variance of the
distribution

In this example, a,=ag=ag, SO
distributions close to uniform
are more likely

Larger values of a mean higher
density around mean

(lower variance)

B C
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Latent Dirichlet allocation (LDA)

LDA is the basic topic model you saw earlier, but with
Dirichlet priors on the parameters 6 and 8

- P(6 | a) = Dirichlet(a)

- P(B | n) = Dirichlet(n)

p(ﬂlsz 01:Da 21:D wl:D)

= Hp(ﬂz) Hp(gd) (Hr]:;l p(zd,n I od)p(wd,n |181:Ka zd,n))
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The posterior distribution

*Now we can reason about the probability of the hidden
variables and parameters, given the observed data

P(ﬂl:K, 01:D, 21:Dy wl:D)
p(wlzD)

p(ﬂ11K3 ol:Da 21:D | wI;D) =
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MAP estimation

- Earlier we saw how to use EM to find parameters that
maximize the likelihood of the data, given the parameters

-EM can also find the maximum a posteriori (MAP) value
- the parameters that maximum the posterior probability

P(ﬂl:K, 91:D, 21:D wl:D)
p(wy.p) (I constant

* This is basically maximum likelihood estimation, but with
additional terms for the probability of 6 and 3

p(ﬁl:Ka 91:D3 &1:D ‘ wl:D) e
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MAP estimation

- E-step Is the same
- M-step is modified

pseudocounts
new 0, [“

- a, - 1+ .y P(topic i=1 | word i, 64, ;)

2 (a, -1+ 2, P(topic i=£ | word i, 8, B,))

This amounts to pseudocount smoothing!

“pseudocount-minus-1 smoothing”
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Where do the pseudocounts come from?

The probability of observing the kth topic n times given the
parameter 6, is proportional to:

6,"
The probability density of the parameter 6, given the
Dirichlet parameter a, is proportional to:
Qkak-1
So the product of these probabilities is proportional to:
an+ak-1
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Smoothing: A Bayesian perspective

Larger pseudocounts will bias the MAP estimate more heavily
Larger Dirichlet parameters concentrate the density around the mean

Larger a Smaller a
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Asymmetric smoothing

We don’t have to smooth toward the uniform distribution
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Asymmetric smoothing

We don’t have to smooth toward the uniform distribution

You might expect one topic to be very common in all
documents

0.080 a field emission an electron the
0.080 athe carbon and gas to an

0.080 the of a to and about at

0.080 of a surface the with in contact
0.080 the a and to is of liquid

Symmetric &

0.895 thea oftoandis in

0.187 carbon nanotubes nanotube catalyst
0.043 subis c orand n sup

0.06| fullerene compound fullerenes

0.044 material particles coating inorganic

Asymmetric &

from Hanna Wallach, David Mimno, Andrew McCallum. NIPS 2009.
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Posterior inference

What if we don't just want the parameters that
maximize the posterior?

p(,BlzK, 91:D, 21:Ds wl:D)

- 39: s 21: wi. s
10(131.1( 1:D 1D\ 1D) p(wlzD)

What if we care about the entire posterior distribution?

- or at least the mean of the posterior distribution B '“.

|

/N " |

Why? PN\
- maybe the maximum doesn’t look like the rest [\ |

- other points of the posterior more likely to /T o\
generalize to data you haven't seen before /.1 N
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Posterior inference

What if we don't just want the parameters that
maximize the posterior?

p(ﬂl:K, HI:D, Z21:Dy wl:D)
p(w1i.p)

p(ﬂl:Ka 91:D3 21:D I wl:D) o

This is harder ﬁ

- Computing the denominator involves marginalizing over all possible
configurations of the hidden variables/parameters
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Posterior inference: approximations

-Random sampling
- Monte Carlo methods

- Variational inference
» Optimization using EM-like procedure
- MAP estimation is a simple case of this
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| didn't tell you...

-where the number of topics K comes from
-where the Dirichlet parameters a and n come from
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What are topic models good for?

- Extremely useful for exploratory data analysis. But,

- Did you get the right topics/concepts for what you care about?
- Did you find them at the right granularity?
- How to evaluate?

*For downstream applications

- Topic model gives dimension reduction compared to full vocab
* e.g. doc classification, with doc-topic theta as features
- My opinions:

- When labeled data is small, doc-topics can be useful

- When labeled data is plentiful (>1000’s of examples), discriminative models
based on word count features always seem to do better

- Many have found that combining topics with word features can do better
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Extensions

*N-grams
*fopic hierarchies
*supervision

- can you think of other ideas?
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