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• Review EM for Model 1

• Machine translation: phrase-based methods, 
decoding, evaluation
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Word alignment models

3

Alignment model: ordering
• Model 1: uniform and independent
• Position movement (Model 2)
• Constraining neighboring alignments (HMM)
• One-to-many/zero/n tendencies (fertility)

p(f ,a | e) = p(f | e,a) p(a | e)

Lexical translations
(All IBM Models)

ForeignEnglish

Inference task

LM
P(e) P(f | e)

(Collins f,e notation)
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Fancier word alignment models
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8:6 A. Lopez

Fig. 3. Visualization of IBM Model 4. This model of translation takes three steps. (1) Each English word (and
the null word) selects a fertility—the number of Chinese words to which it corresponds. (2) Each English
word produces a number of Chinese words corresponding to its fertility. Each Chinese word is generated
independently. (3) The Chinese words are reordered.

a useful modeling tool. For each of the model types that we describe in this section, we
will show how it can be implemented with composed FSTs.

We first describe word-based models (Section 2.1.1), which introduce many of the
common problems in translation modeling. They are followed by phrase-based models
(Section 2.1.2).

2.1.1. Word-Based Models. SMT continues to be influenced by the groundbreaking
IBM approach [Brown et al. 1990; Brown et al. 1993; Berger et al. 1994]. The IBM
Models are word-based models and represent the first generation of SMT models. They
illustrate many common modeling concepts. We focus on a representative example, IBM
Model 4.

For reasons that we will explain in Section 3.1, IBM Model 4 is described as a target-
to-source model, that is, a model that produces the source sentence f J

1 from the target
sentence eI

1. We follow this convention in our description.
The model entails three steps (Figure 3). Each step corresponds to a single transducer

in a composed set [Knight and Al-Onaizan 1998]. The transducers are illustrated in
Figure 4.

(1) Each target word chooses the number of source words that it will generate. We call
this number φi the fertility of ei. One way of thinking about fertility is that when
the transducer encounters the word ei in the input, it outputs φi copies of ei in
the output. The length J of the source sentence is determined at this step since
J =

∑I
i=0 φi. This enables us to define a translational equivalence between source

and target sequences of different lengths.
(2) Each copy of each target word produces a single source word. This represents the

translation of individual words.
(3) The translated words are permuted into their final order.

These steps are also applied to a special empty token ε, called the null word—or
more simply null—and denoted e0. Null translation accounts for target words that are
dropped in translation, as is often the case with function words.

Note that the IBM Model 4 alignment is asymmetric. Each source word can align
to exactly one target word or the null word. However, a target word can link to an

ACM Computing Surveys, Vol. 40, No. 3, Article 8, Publication date: August 2008.

• IBM Model 4

• Models fertility: p(num e translations | f word)

p(f ,a | e) = p(f | e,a) p(a | e)
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Phrase-based MT

• Phrases can memorize local reorderings

• State-of-the-art (currently or very recently) in 
industry, e.g. Google Translate

5

8:8 A. Lopez

Fig. 5. Visualization of the phrase-based model of translation. The model involves three steps. (1) The
English sentence is segmented into “phrases”—arbitrary contiguous sequences of words. (2) Each phrase
is translated. (3) The translated phrases are reordered. As in Figure 3, each arrow corresponds to a single
decision.

long-distance reordering for verb movement in German to English translation, using
language-specific heuristics.

As we can see, a dominant theme of translation modeling is the constant tension
between expressive modeling of reordering phenomena, and model complexity.

2.1.2. Phrase-Based Models. In real translation, it is common for contiguous sequences
of words to translate as a unit. For instance, the expression “ ” is usually translated
as “north wind.” However, in word-based translation models, a substitution and reorder-
ing decision is made separately for each individual word. For instance, our model would
have to translate as “north” and as “wind,” and then order them monotonically,
with no intervening words. Many decisions invite many opportunities for error. This
often produces “word salad”—a translation in which many words are correct, but their
order is a confusing jumble.

Phrase-based translation addresses this problem [Och et al. 1999; Marcu and Wong
2002; Koehn et al. 2003; Och and Ney 2004]. In phrase-based models the unit of trans-
lation may be any contiguous sequence of words, called a phrase.7 Null translation
and fertility are gone. Each source phrase is nonempty and translates to exactly one
nonempty target phrase. However, we do not require the phrases to have equal length,
so our model can still produce translations of different length. Now we can characterize
the substitution of “north wind” with “ ” as an atomic operation. If in our parallel
corpus we have only ever seen “north” and “wind” separately, we can still translate
them using one-word phrases.

The translation process takes three steps (Figure 5).

(1) The sentence is first split into phrases.
(2) Each phrase is translated.
(3) The translated phrases are permuted into their final order. The permutation prob-

lem and its solutions are identical to those in word-based translation.

A cascade of transducers implementing this is shown in Figure 6. A more detailed
implementation is described by Kumar et al. [2006].

The most general form of phrase-based model makes no requirement of individ-
ual word alignments [Marcu and Wong 2002]. Explicit internal word alignments are

7In this usage, the term phrase has no specific linguistic sense.

ACM Computing Surveys, Vol. 40, No. 3, Article 8, Publication date: August 2008.

Phrase-to-phrase translations

p(f ,a | e) = p(f | e,a) p(a | e)
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Phrase Extraction

I   open   the    box

watashi

wa

hako

wo

akemasu

hako wo akemasu / open the box

Phrase extraction for training:
Preprocess with IBM Models to predict alignments
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10 Chapter 25. Machine Translation

amount of transfer knowledge needed as we move up the triangle, from huge amounts
of transfer at the direct level (almost all knowledge is transfer knowledge for each
word) through transfer (transfer rules only for parse trees or thematic roles) through
interlingua (no specific transfer knowledge).

Figure 25.3 The Vauquois triangle.

In the next sections we’ll see how these algorithms address some of the four trans-
lation examples shown in Fig. 25.4

English Mary didn’t slap the green witch

⇒ Spanish Maria
Mary

no
not

dió
gave

una
a

bofetada
slap

a
to

la
the

bruja
witch

verde
green

English The green witch is at home this week

⇒ German Diese
this

Woche
week

ist
is

die
the

grüne
green

Hexe
witch

zu
at

Hause.
house

English He adores listening to music

⇒ Japanese kare
he

ha ongaku
music

wo
to

kiku
listening

no ga daisuki
adores

desu

Chinese cheng long
Jackie Chan

dao
to

xiang gang
Hong Kong

qu
go

⇒ English Jackie Chan went to Hong Kong

Figure 25.4 Example sentences used throughout the chapter.

25.2.1 Direct Translation
In direct translation, we proceed word-by-word through the source language text,DIRECT

TRANSLATION

translating each word as we go. We make use of no intermediate structures, except for
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Search for Best Translation 

voulez – vous vous taire ! 

“Decoding”: searching for the best translation
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Search for Best Translation 

voulez – vous vous taire ! 

you – you you quiet ! 

“Decoding”: searching for the best translation
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Search for Best Translation 

voulez – vous vous taire ! 

quiet you – you you ! 

“Decoding”: searching for the best translation
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Search for Best Translation 

voulez – vous vous taire ! 

 you shut up ! 

“Decoding”: searching for the best translation
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Searching for a translation 

Of all conceivable English word strings, we 
want the one maximizing P(e) x P(f | e) 

Exact search 
•  Even if we have the right words for a translation, 

there are n! permutations.  
•  We want the translation that gets the highest 

score under our model 
•  Finding the argmax with a n-gram language 

model is NP-complete [Germann et al. 2001]. 
•  Equivalent to Traveling Salesman Problem 

14 

“Decoding”: searching for the best translation
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Searching for a translation 

•  Several search strategies are available 
–  Usually a beam search where we keep multiple 

stacks for candidates covering the same number of 
source words 

–  Or, we could try “greedy decoding”, where we start by 
giving each word its most likely translation and then 
attempt a “repair” strategy of improving the translation 
by applying search operators (Germann et al. 2001) 

•  Each potential English output is called a 
hypothesis.  

“Decoding”: searching for the best translation
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Maria no dio una bofetada a la bruja verde

Mary not give

did not

no

a slap to

by

the witch green

did not give

slap

a slap

to the

the

green witch

the witch

hag bawdy
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Maria no dio una bofetada a la bruja verde
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Phrase-Based Translation 

������7������
�����������������������������	���������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 
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Phrase-Based Translation 

������7������
�������������������������������	�������������������. 
 

Scoring:  Try to use phrase pairs that have been frequently observed. 
                Try to output a sentence with frequent English word sequences. 
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MT Evaluation 

Tuesday, September 16, 14



Illustrative translation results 
•  la politique de la haine .    (Foreign Original) 
•  politics of hate .     (Reference Translation) 
•  the policy of the hatred .    (IBM4+N-grams+Stack) 

•  nous avons signé le protocole .    (Foreign Original) 
•  we did sign the memorandum of agreement .  (Reference Translation) 
•  we have signed the protocol .    (IBM4+N-grams+Stack) 

•  où était le plan solide ?    (Foreign Original) 
•  but where was the solid plan ?    (Reference Translation) 
•  where was the economic base ?   (IBM4+N-grams+Stack) 

the Ministry of Foreign Trade and Economic Cooperation, including foreign 
direct investment 40.007 billion US dollars today provide data include 
that year to November china actually using foreign 46.959 billion US dollars and 
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MT Evaluation 
•  Manual (the best!?):  

–  SSER (subjective sentence error rate) 
–  Correct/Incorrect 
–  Adequacy and Fluency (5 or 7 point scales) 
–  Error categorization 
–  Comparative ranking of translations 

•  Testing in an application that uses MT as one sub-
component 
–  E.g., question answering from foreign language documents 

•  May not test many aspects of the translation (e.g., cross-lingual IR) 

•  Automatic metric:  
–  WER (word error rate) – why problematic? 
–  BLEU (Bilingual Evaluation Understudy) 
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Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 

BLEU Evaluation Metric 
(Papineni et al, ACL-2002) 

•  N-gram precision (score is between 0 & 1) 
–  What percentage of machine n-grams can 

be found in the reference translation?  
–  An n-gram is an sequence of n words 

–  Not allowed to match same portion of 
reference translation twice at a certain n-
gram level (two MT words airport are only 
correct if two reference words airport; can’t 
cheat by typing out “the the the the the”) 

–  Do count unigrams also in a bigram for 
unigram precision, etc. 

•  Brevity Penalty 
–  Can’t just type out single word 

“the” (precision 1.0!) 
 
•  It was thought quite hard to “game” the system 

(i.e., to find a way to change machine output so 
that BLEU goes up, but quality doesn’t) 
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Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 

BLEU Evaluation Metric 
(Papineni et al, ACL-2002) 

•  BLEU is a weighted geometric mean, with a 
brevity penalty factor added. 
•  Note that it’s precision-oriented 

•  BLEU4 formula  
    (counts n-grams up to length 4) 
 
exp (1.0 * log p1 + 
        0.5 * log p2 + 
        0.25 * log p3 + 
        0.125 * log p4 –  
        max(words-in-reference / words-in-machine – 1, 0) 

p1 = 1-gram precision 
P2 = 2-gram precision 
P3 = 3-gram precision 
P4 = 4-gram precision  

Note: only works at corpus level (zeroes kill it); 
there’s a smoothed variant for sentence-level 
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BLEU in Action 


�������     (Foreign Original) 
 
the gunman was shot to death by the police .  (Reference Translation) 
 
the gunman was police kill .    #1 
wounded police jaya of     #2 
the gunman was shot dead by the police .  #3 
the gunman arrested by police kill .   #4 
the gunmen were killed .     #5 
the gunman was shot to death by the police .  #6 
gunmen were killed by police ?SUB>0 ?SUB>0  #7 
al by the police .     #8 
the ringer is killed by the police .    #9 
police killed the gunman .    #10 
 

green  = 4-gram match   (good!) 
red  = word not matched  (bad!) 
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Reference translation 1:   
The U.S. island of Guam is maintaining 
a high state of alert after the Guam 
airport and its offices both received an 
e-mail from someone calling himself 
the Saudi Arabian Osama bin Laden 
and threatening a biological/chemical 
attack against public places such as 
the airport . 

Reference translation 3:   
The US International Airport of Guam 
and its office has received an email 
from a self-claimed Arabian millionaire 
named Laden , which threatens to 
launch a biochemical attack on such 
public places as airport . Guam 
authority has been on alert .  

Reference translation 4:   
US Guam International Airport and its 
office received an email from Mr. Bin 
Laden and other rich businessman 
from Saudi Arabia . They said there 
would be biochemistry air raid to Guam 
Airport and other public places . Guam 
needs to be in high precaution about 
this matter .  

Reference translation 2:   
Guam International Airport and its 
offices are maintaining a high state of 
alert after receiving an e-mail that was 
from a person claiming to be the 
wealthy Saudi Arabian businessman 
Bin Laden and that threatened to 
launch a biological and chemical attack 
on the airport and other public places .  

Machine translation:   
The American [?] international airport 
and its the office all receives one calls 
self the sand Arab rich business [?] 
and so on electronic mail , which 
sends out ;  The threat will be able 
after public place and so on the 
airport to start the biochemistry 
attack , [?] highly alerts after the 
maintenance. 

Multiple Reference Translations 

Reference translation 1:   
The U.S. island of Guam is maintaining 
a high state of alert after the Guam 
airport and its offices both received an 
e-mail from someone calling himself 
the Saudi Arabian Osama bin Laden 
and threatening a biological/chemical 
attack against public places such as 
the airport . 

Reference translation 3:   
The US International Airport of Guam 
and its office has received an email 
from a self-claimed Arabian millionaire 
named Laden , which threatens to 
launch a biochemical attack on such 
public places as airport . Guam 
authority has been on alert .  

Reference translation 4:   
US Guam International Airport and its 
office received an email from Mr. Bin 
Laden and other rich businessman 
from Saudi Arabia . They said there 
would be biochemistry air raid to Guam 
Airport and other public places . Guam 
needs to be in high precaution about 
this matter .  

Reference translation 2:   
Guam International Airport and its 
offices are maintaining a high state of 
alert after receiving an e-mail that was 
from a person claiming to be the 
wealthy Saudi Arabian businessman 
Bin Laden and that threatened to 
launch a biological and chemical attack 
on the airport and other public places .  

Machine translation:   
The American [?] international airport 
and its the office all receives one calls 
self the sand Arab rich business [?] 
and so on electronic mail , which 
sends out ;  The threat will be able 
after public place and so on the 
airport to start the biochemistry 
attack , [?] highly alerts after the 
maintenance. 
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Initial results showed that BLEU predicts 
human judgments well 

R 2 = 88.0%

R 2 = 90.2%
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Automatic evaluation of MT 
•  People started optimizing their systems to maximize BLEU score 

–  BLEU scores improved rapidly 
–  The correlation between BLEU and human judgments of quality 

went way, way down 
–  StatMT BLEU scores now approach those of human translations 

but their true quality remains far below human translations 
•  Coming up with automatic MT evaluations has become its own 

research field 
–  There are many proposals: TER, METEOR, MaxSim, SEPIA, our 

own RTE-MT 
–  TERpA is a representative good one that handles some word 

choice variation. 
•  MT research requires some automatic metric to allow a rapid 

development and evaluation cycle. 
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