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® Homework questions?
® Today

® Quick LM review
® Machine translation -- learning

® Next week
® Machine translation -- decoding, broader issues
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InterPOIatiOn LM [from last time]

Let P be the MLE probability distribution
Interpolation estimate is:

P(w|w_1,w_2) = AaP(w|lw_1,w_3) + M\ P(wlw_1) + g P(w)

A A A

Sparse Denser Dense

Mixing weights: Ao + A1+ A2 =1
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P(wl|blacke as) Hamlet from NLTKV 4812

http://people. .edu/~br on/inlp2014/lectures/04-hamlet_ngrams.txt

= Ao P(w|blacke as) + A\ P(w|as) + Ao P(w)
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P(wl|blacke as) Hamlet from NLTK,V=48]2

http://people.cs.umass.edu/~brenocon/inlp20 | 4/lectures/04-hamlet_ngrams.txt

= Ao P(w|blacke as) + A\ P(w|as) + Ao P(w)

/

3 blacke as
I
I
I

blacke as death
blacke as hell
blacke as his

3 non-zeros
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Hamlet from NLTK,V=48]2
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P(w|blacke as)

= Ao P(w|blacke as) + A\ P(w|as) + Ao P(w)

/

/

205 as 7 ashe | as peace
| as'twer | as | as proper
3 blac ke as 6 as'twere healthfull | as pure
3 asa | as hell | as quick-
| asactiuely | asher siluer
I b acCKe as death | asagainst 3 ashis | as reason
- aﬁ | as how | as sharpe
| asan | as hush | as sinewes
I b aCKe as he” 2 asany 18 as i | as sinnes
| asare é as ifc__:e ? as snow
: | as bad as i as so
I b dCKe as hIS 2 asbefore | asin | as some
3 asb 8 asit | as swift
I as cKast | asiust | asth'art
I 2 as kill I3 as the
n O n —Ze ro S checklng | as kinde | as therein
| as | as leuell 2 as they
common | as liue 3 as this
| ascunning | asloue 3 asthou
| as damn | aslow | as thus
| as day | aslyin | as thy
2 as death | asma 5 asto
| asdeepe | asmade | as
| as dicers | as make vnuallued
| as doth | as many | as vulcans
| as easie 2 as may | as
| asengland | as watchmen
| asere meditation | as waxe
| as false | as mine 4 aswe
| asfarre | asmortall 2 as well
| asfits | as most | as white
| as foule 3 as much 2 aswill
| as fresh 2 asmy
2 asfrom | as needfull womans
| asgaming 2 asof | as would
I as irdle | as oft |2 as you
I ad 2 asone 2 asyour
I as hamlet 2 asour as yours
| as hardy | as patient

107

NON-ZErosS
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Hamlet from NLTK,V=48]2
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w|blacke as

—= Ao P(w|blacke as) + A\ P(wlas) + Ao P(w

/ |

% '& I agoption I angle é a(tggctiue
adores angry audience
205 as 7 ashe | as peace o § o s | e | e
(] I I ‘em | aunt
I as 'twer as Proper %4 :ﬁ‘ams( alduancement aInnexn;i:to‘»TI[ i :Eg%h
‘re annual auoy
3 blacke as | [ xmere betl o Daspwe | pl e (2
‘tane | | anothers auspici
3 a's a’ I as he” I as qUICI(- T ::/Svas aduenturous ‘91 ::;vv‘:::e ?spcgﬁhor
H | ‘tweene 3 aduice | d
| asactiuely | asher siluer e > P
I b ac (e as death | as against 3 ashis | as reason o dulerace T s 7o
| asa | as how | assharpe | [i,/ L ' P
P 2892 , 3 affaire anticipation | ayde
. 1879 . | affaires 2 anti icke 2 aye
| asan | as hush | assinewes| [ iz, | | e, o
2 I 8 . I . | 1599 | 17 any 12 ayre
as any as | as sinnes b sfecation LR | e
M 459 ! 4 affection 2 ape | a)
| asare | asice 3 assnow . | e [ A
. et
. | as bad 6 asif | asso 7 2 3 e sppariton b
aC (e as IS . I a-ﬁrosse I agrlgh(ted % appeard ? Bacte g
a-downe affront w
2 asbefore | asin | as some =it i e o
. . a appeares ait
3 as bK 8 asit | as swift e — - o
. a-foor appliance akt-
| as chast | asiust | as thiart - - - P
. a-worke againe appointment ands
| 2 askill I3 as the . R I e
) 2P
NON-ZEIOS  |hecking | askinde I astherein| [~m | fwo = | &
abilitie al ar
3 aboord 2 aint | barbars
| ~as | as leuell 2 as they = . oo ;o
.
common | as liue 3 as this | b e | e | e
abridgements | alarme 121 are 10 barn
| ascunning | asloue 3 asthou T I P o e
1 bsol 5 | d 3 1 b:
| as damn | aslow | as thus - M . o
arme ase
abstinence | 9 armes |
| b: | i
I a's day | as Iyl § | as thy % :g;irrzdcts alllegeanﬁe % :rr‘m:ur gaseneise
| 5 abus allies armours aser
2 asdeath asm as to |k b } e by
| asdeepe | asmade | as . 3 e o -
I d I k I I d LS5 P A b b b
as Icers a.s ma e Vnua Ue | . % :I?:afgy % ::::gaes I battery
| as doth | as many | asvulcans |  [reut,, | e © e
. according | articles | baudry
I 2 I T account altogether I ardre I bawd
as easie 2 asmay as i _— | -
| as england as watchmen peconsed Lo | | b
| as ere meditation | as waxe | : ok [,
| acquire amazement asking | beards
M4 | | b | I 13 b
| as false | as mine 4 aswe e | s | e Pt
qui pe eares
| asfarre I as mortall % as Wﬁl'l P — o P
actin assault eaten
I a.s ﬁts a-s mOSt a-s W Ite 10 ac(ioﬁ ambassadors 3 assa)L/I 3 beating
3 h 2 . I I | actions | 3 asse | beats
I as fOUIe a-s muc a-s WI i actiuely ambassadours % :::iz-nes I beauer
actors | amber | assis
| asfresh 2 asm | as P - 2 S .
2 f I df II adaies ambiguous ) eautie
as from as neediull - 'womans | H - PO e | b
I 2 f I Id addicte amble | assumes | beautified
1 ddi 1 1 3 b
as gaming I as o e 12 as wou | o - =
I dI adheres amisse assurance ecause
35 irdle as o as you | | e |, | b,
| ad 2 asone 2 asyour |t P b e L g,
anckle attendant e
862 d 2 1 bedded
| ashamlet 2 asour | as yours o B2 d -
. admi angel attendants ee
| as hardy | as patient ! ;o | s o
admittance | anger | attent | beer

|07 non-zeros 4812 non-zeros
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P(w|blacke as)

Hamlet from NLTK,V=4812

http://people.cs.umass.edu/~brenocon/inlp20 | 4/lectures/04-hamlet_ngrams.txt

= Ao P(w|blacke as) + A\ P(w|as) + Ao P(w)

/

/ |

b
b
b

aC
aC
aC

3 blacke as

ke as death
ke as hell

ke as his

3 non-zeros

N
=
N

as

—_) —— W —— N ————WO—

| adoption

17 ! | angle | attractiue
25 & | adores | angry 5 audience
I as eace 61 ! | aduanc | animals | audit
P 200 'd 2 I | augury
2 ‘em | aunt
I as » ro » er 5 gainst aduancement annexment I auld ‘

Generative view:
® Choose history size by prob (A2,A1,Ao,).
® Generate w by MLE of that history size.

® Size | or 0 are “backoff” choices.
® Prediction time: marginalize (average) over history size

selection.

Many other methods have different ways of combining
different sized histories.

Sharing statistical strength:"“X as”

Extension: common prefixes require less smoothing.
“of the " has 59 non-zeros, so “the " less important.

To think about: shouldn’t contexts share statistical
strength beyond suffix matching?

I07 non-zeros 48I2 non Zeros
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MT as Noisy Channel

Convention in Collins/Knight: translating from f into e

Inference task
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MT as Noisy Channel

Convention today (sorry!): translating from e into f

Inference task

English

7 Early 90’s, IBM Research
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MT as Noisy Channel

Convention today (sorry!): translating from e into f

Inference task

LM P(f) P(e | f)

Hypothesized LM: H)’POj:hesized |
LM generates F translation model:

F generates E

7 Early 90’s, IBM Research
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MT as Noisy Channel

Convention today (sorry!): translating from e into f

Inference task

LM P(f) P(e | f)

Hypothesized LM: H)’POj:hesized |
LM generates F translation model:

F generates E

P(fle) = P(e|f) P/ P(e)

7 Early 90’s, IBM Research
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MT as Noisy Channel
Convention today (sorry!): translating from e into f

Inference task

Foreign , >\ English
LM P(f) P(e | f)

Hypothesized LM: H)’POj:hesized |
LM generates F translation model:

F generates E

P(fle) = P(e|f) P/ P(e)

Inference task  argmax P(f | e) argmax P(e | f) P(f)
(“Decoding”) f

7 Early 90’s, IBM Research
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MT as Noisy Channel
Convention today (sorry!): translating from e into f

Inference task

LM P(f) P(e | f)

Hypothesized LM: H)’POj:hesized |
LM generates F translation model:

F generates E

P(fle) = P(e|f) P/ P(e)

Inference task  argmax P(f|e) = argmax P(e | f) P(f)
(“Decoding”)
Learning task P(f): from large P(e | f) today:

monolingual corpus  lexical translation models

7 Early 90’s, IBM Research
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Data to learn statistical MT

® Statistical machine translation is almost entirely
based on parallel corpora, a.k.a. bitexts.

® Training data: human-translated sentence pairs

(e, f)
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| exical Translation

® How do we translate a word? Look it up in the
dictionary

Haus : house, home, shell, household
® Multiple translations

e Different word senses, different registers,
different inflections (?)

® Jiouse, home are common

® shell is specialized (the Haus of a snail is a shell)
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How common is each?

Translation  Count

house 5000
home 2000
shell 100

household 80
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MLE

0.696

0.279

pvrLe(e | Haus) = £ 0.014
0.011

if e = house

if e = home

if e = shell
if e = household
otherwise
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| exical Translation

® Goal:a model p(e | f,m)

® where € and f are complete English and Foreign sentences

€ =(e1,€2,...,€Emn) f=(f1, f2, - -, fn)
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| exical Translation

® Goal:a model p(e | f,m)
® where € and f are complete English and Foreign sentences

® |exical translation makes the following assumptions:

® FEach wordiné€;ine€ is generated from exactly one word

inf

® Thus, we have an alignment a;that indicates which word
e; “came from”, specifically it came from f, .

® Given the alignments &, translation decisions are
conditionally independent of each other and depend only
on the aligned source word f,, ..
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| exical Translation
e = (e1,€9,...6m) f = (f1, fo,...fn)

a= (ay,as,...a,,) each a; € {0,1,...,n}

Chain rule

plefm)= > plalfm)xple]|af,m)

ac{0,1,...n}m™m

Modeling assumptions

plelfom)= 3 plalfom)x []ple | fu)

ac{0,1,..,.n}™

[Alignment] x [Translation | Alignment]
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| exical Translation

p(ei | fai)




| exical Translation

p(ei | fai)
e

p(house | Haus)




| exical Translation

p(ei | fai)
e




| exical Translation
e = (e1,€9,...6m) f = (f1, fo,...fn)

a= (ay,as,...a,,) each a; € {0,1,...,n}

Modeling assumptions

plelfom)= 3 plalfom)x []ple | fu)

ac{0,1,..,.n}™

[Alignment] x [Translation | Alignment]
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Alignment

p(a | f,m)

Most of the action for the first 10 years
of MT was here.Words weren’t the problem,
word order was hard.
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Alignment

® Alignments can be visualized in by drawing
links between two sentences, and they are
represented as vectors of positions:

1 2 3 4
das Haus st klein

the house iIs small
1 2 3 4

a=(1,2,3,4)
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Reordering

® Words may be reordered during
translation.

1 2 3 4
klein 1st das Haus

S

the house iIs small
1 2 3 4

a=(3,4,2,1)
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Word Dropping

® A source word may not be translated at all

das Haus |st klem

[/ /

house i small

a=(2,3,4)
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Word Insertion

® VWords may be inserted during translation

English just does not have an equivalent

But it must be explained - we typically assume
every source sentence contains a NULL token

NULL das Haus |st klem

T\

the house Is just small
1 2 3 4 5

a=(1,2,3,04)"
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One-to-many Translation

® A source word may translate into more
than one target word

,
das Haus |st klltzekleln

/\

the house s very small
1 2

a=(1,2,3,4,4)"
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Many-to-one Iranslation

¢ More than one source word may
not translate as a unit in lexical translation

1
as Haus brach zusammen

NNV

the house collapsed

a="77
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Many-to-one Iranslation

¢ More than one source word may
not translate as a unit in lexical translation

as Haus brach zusammen

NNV

the house collapsed

a="777 a=(1,2,(3,4)")" ?
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IBM Model |

® Simplest possible lexical translation model

® Additional assumptions
® The m alignment decisions are independent
® The alignment distribution for each a; is uniform

over all source words and NULL

for each i € [1,2,...,m

a; ~ Uniform(0,1,2,...,n)

e; ~ Categorical(fy, )
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ple,a| f,m) =

IBM Model |

for each 7 € [1,2,..., m
a; ~ Uniform(0,1,2,..., n)
e; ~ Categorical(0y, )

||:j5




IBM Model |

foreach 7 € |1,2,..., m

e; ~ Categorical(0y, )

p(e,a | f,m)

|
s
—




p(e,a | f,m)

IBM Model |

for each 7 € [1,2,..., m

a; ~ Uniform(0, ]

|
s
[
=
Q)
P




p(e,a | f,m)

IBM Model |

for each 7 € [1,2,..., m

a; ~ Uniform(0, ]

|
s
[
=
Q)
P




IBM Model |

for each 7 € [1,2,...,m

a; ~ Uniform(0, 1

p(e,a ‘ f, m) — Hp(eiyai | f, m)

1=1
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p(e’iaa’i ‘ f7 m) —

Marginal probability

n

;=

1 e np(e’t ‘ fafz)

ples [ £m) = 3" = —ples | fu)

0

Recall our independence assumption: all alignment decisions are
independent of each other; and given alignments all translation
decisions are independent of each other, so all translation
decisions are independent of each other.
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p(e’iaa’i ‘ f7 m) —

Marginal probability

n

;=

1 e np(e’t ‘ fafz)

ples [ £m) = 3" = —ples | fu)

0

Recall our independence assumption: all alignment decisions are
independent of each other; and given alignments all translation
decisions are independent of each other, so all translation
decisions are independent of each other.

p(a,b,c,d) = p(a)p(b)p(c)p(d)
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p(e’iaa’i ‘ f7 m) —

Marginal probability

n

;=

1 e np(e’t ‘ fafz)

ples [ £m) = 3" = —ples | fu)

0

Recall our independence assumption: all alignment decisions are
independent of each other; and given alignments all translation
decisions are independent of each other, so all translation
decisions are independent of each other.
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p(e’iaa’i ‘ f7 m) —

Marginal probability

n

;=

1 e np(e’t ‘ fafz)

ples [ £m) = 3" = —ples | fu)

0

Recall our independence assumption: all alignment decisions are
independent of each other; and given alignments all translation
decisions are independent of each other, so all translation
decisions are independent of each other.

™m

ple|fim) = Hp(ei | f,m)

1=1
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Marginal probability

ple;,a; | f,m) =

1‘ plei | fa)

—pei | fai)

e; | f,m) =

IS
~TI»e

(e|f,m)=||ple; | f,m)




Marginal probability

19 We f7 — . 7 a;
plei,ai | £,m) = -——plei | fa:)
) f7 — - 7 a;
p(e; | £, m) aZ::ol — (i | fai)
pe | f,m) = e; | £,m)

S'ESEI:H

|
—
Q
>
I
-




Marginal probability

p(e’iva’i ‘ f7 m) —

np(e’i ‘ faq;)

1
plei | f.m) = ) ——plei| fa,)

p(e ‘ f m) —




Example

0 1 2 3 4
NULL das Haus st klein

Start with a foreign sentence and a target length.
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0
NULL

Example

1 2 3 4
das Haus st klein
1 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
1 2 3 4
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Example

0 1 2 3 4
NULL das Haus st klein
the
1 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
the

1 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
the house

1 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
the house

1 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
the house iS

1 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
the house iS

1 2 3 4
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Example

0 1 2 3 4
NULL das Haus st klein

the house iS small

| 2 3 4
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0
NULL

Example

1 2 3 4
das Haus st klein
1 2 3 4
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0
NULL

1
das

Example

2 3
Haus st

4
klein
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Example

0 1 2 3 4
NULL das Haus st klein

\

the

| 2 3 4
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Example

0 1 2 3 4
NULL das Haus st klein

T

the

| 2 3 4
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0
NULL

1
das

house

Example

2 3 4
Haus st klein
the
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0
NULL

1
das

house

Example

2 3 4
Haus st klein
the
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0
NULL

1
das

house

Example

2 3 4
Haus st klein
IS the

1

2 3 4
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0
NULL

1
das

house

Example

2 3 4
Haus st klein
IS the

1

2 3 4
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0
NULL

1
das

house

Example

2 3 4
Haus st klein
is small the

1

2 3 4
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What is this good for?

® |.Evaluate translation quality

® 2. Find the best alignment

® The IBM models are still used for this, though not
as translation models

59
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Finding the Viterbi
Alignment

a*=arg max p(ale,f)
ac|0,1,...,n]™

p(e,a | f)

=arg max p(e,a|f)
ac|0,1,...,n]
— p(a f) p(e\a, f)
a; = argmax -— np(ei | fa,)

= argmaxp(e; | fa,)
CLi:O
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Finding the Viterbi
Alignment

0 1 y 3 4
NULL das Haus st klein

the home is little
1 2 3 4
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Finding the Viterbi
Alignment

0 1 y 3 4
NULL das Haus st klein

|

the home is little
1 2 3 4
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Finding the Viterbi
Alignment
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Finding the Viterbi
Alignment
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Finding the Viterbi
Alignment
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]
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Finding the Viterbi
Alignment

0 1 y 3 4
NULL das Haus st klein

.

the home is little
1 2 3 4




Learning Lexical
Translation Models

® How do we learn the parameters p(e | f)
® “Chicken and egg” problem

® |f we had the alighments, we could
estimate the parameters (MLE)

® |f we had parameters, we could find the

most likely alignments Q
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How to learn!?

® Training data: tons of (e,f) pairs. Want to learn
theta: lexical translation probabilities.

® |[f knew the alignments a, MLE would be easy!

1 f.
max » logp(e | a,f;0)

(e,f)
® But a is a latent variable. The marginal log-
likelihood needs to sum-out the alignments. No

closed form.

1 f.
mth(Ef:) ogp(e | f;0)

—Zlog<2paf6’ Xpeafé’))

(e,f)
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EM Algorithm

pick some random (or uniform) parameters

Repeat until you get bored (~ 5 iterations for lexical translation
models)

using your current parameters, compute “expected”
alignments for every target word token in the training data

p(a; | e, f) (on board)

keep track of the expected number of times f translates into e
throughout the whole corpus

keep track of the expected number of times that f is used as
the source of any translation

use these expected counts as if they were “real” counts in the
standard MLE equation
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EM for Model |

la Ma186nN o la Mazseon blue ..« ld Eleur

the house ... the blue house ... the flower
e Initial step: all alignments equally likely

e Model learns that, e.g., la is often aligned with the
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EM for Model |

la maison ... la maison blue ... la fleur
the house ... the blue house ... the flower

e After one iteration

e Alignments, e.g., between la and the are more likely
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EM for Model |

. la maison ... la maison bleu ... la fleur
the house ... the blue house ... the flower

e After another iteration

e |t becomes apparent that alignments, e.g., between fleur and flower are more
likely (pigeon hole principle)
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EM for Model |

la maison ... Ja mailscon blew ... la Eleur

[ X ]

the house ... the blue house ... the flower

e Convergence

e Inherent hidden structure revealed by EM
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EM for Model |

la maison ... Jla maison bleu .:. la £leur

[ X |

the house ... the blue house ... the flower

Y

p(lalthe) = 0.453
p(le|the) = 0.334
p (maison|house) = 0.876
p(bleulblue) = 0.563

e Parameter estimation from the aligned corpus
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Convergence

de}s Hqus dz}s BLiCh ei.n BLlCh
the house the book a book
e 2 initial | 1st it. | 2nd it. | 3rd it. final

the das 0.25 0.5 0.6364 | 0.7479 1
book | das 0.25 0.25 | 0.1818 | 0.1208 0
house | das 0.25 D:25 | 9.1818 | D.1313 0
the | buch || 0.25 0.25 | 0.1818 | 0.1208 0
book | buch | 0.25 0.5 0.6364 | 0.7479 1
a buch | 0.25 025 ['9.1818:| U.2313 0
book | ein 0.25 0.5 0.4286 | 0.3466 0
a ein 0.25 0.5 0.5714 | 0.6534 1
the haus || 0.25 0.5 0.4286 | 0.3466 0
house | haus || 0.25 0.5 0.5714 | 0.6534 1
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Now what!

® Decoding: find the best translation for a
sentence

® Alignments: find the best alignment

® Evaluation?
® Other approaches!?

98
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