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LSTM (Long short-term memory)
• Goal: be able to “remember” for longer distances

• Augment individual timesteps with a number of specialized vectors and gating 
functions

• c:  Memory component  (a.k.a. cell)

• h:  Hidden state

• f,i,o: Forget, Input, Output

• g: proposed new state.  f,i,o decide how much to accept it.

• (See GRU for a simpler, more intuitive model that does the same thing. But LSTM 
seems to be the most common RNN currently.)
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Long Short Term Memory (LSTM)

Christopher Olah: Understanding LSTM Networks
colah.github.io/posts/2015-08-Understanding-LSTMs/

Goldberg

Mathematically, the LSTM architecture is defined as:72
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The symbol � is used to denote component-wise product. The state at time j is com-
posed of two vectors, c

j

and h
j

, where c
j

is the memory component and h
j

is the hidden
state component. There are three gates, i, f and o, controlling for input, forget and output.
The gate values are computed based on linear combinations of the current input x

j

and the
previous state h

j�1

, passed through a sigmoid activation function. An update candidate g
is computed as a linear combination of x

j

and h
j�1

, passed through a tanh activation func-
tion. The memory c

j

is then updated: the forget gate controls how much of the previous
memory to keep (c

j�1

� f), and the input gate controls how much of the proposed update
to keep (g � i). Finally, the value of h

j

(which is also the output y
j

) is determined based
on the content of the memory c

j

, passed through a tanh non-linearity and controlled by the
output gate. The gating mechanisms allow for gradients related to the memory part c

j

to
stay high across very long time ranges.

For further discussion on the LSTM architecture see the PhD thesis by Alex Graves
(2008), as well as the online-post by Olah (2015b). For an analysis of the behavior of an
LSTM when used as a character-level language model, see the work of Karpathy et al.
(2015).

For further explanation of the motivation behind the gating mechanism in the LSTM
(and the GRU) and its relation to solving the vanishing gradient problem in recurrent neural
networks, see Sections 4.2 and 4.3 in the detailed course notes of Cho (2015).

LSTMs are currently the most successful type of RNN architecture, and they are re-
sponsible for many state-of-the-art sequence modeling results. The main competitor of the
LSTM-RNN is the GRU, to be discussed next.

72. There are many variants on the LSTM architecture presented here. For example, forget gates were not
part of the original proposal by Hochreiter and Schmidhuber (1997), but are shown to be an important
part of the architecture. Other variants include peephole connections and gate-tying. For an overview
and comprehensive empirical comparison of various LSTM architectures see the work of Gre↵, Srivastava,
Koutńık, Steunebrink, and Schmidhuber (2015).
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Syntax in LSTMs

• Can LSTMs capture natural language structure?

• Test in different settings (Linzen et al. 2016)

• Direct supervision (grammatical number 
prediction)

• No supervision (LM)
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• Subject-Verb agreement on grammatical number

5

(2) The keys to the cabinet are on the table.

Given a syntactic parse of the sentence and a verb, it
is straightforward to identify the head of the subject
that corresponds to that verb, and use that information
to determine the number of the verb (Figure 1).

The keys to the cabinet are on the table

det

nsubj

prep det
pobj

prep det
pobj

root

Figure 1: The form of the verb is determined by
the head of the subject, which is directly connected
to it via an nsubj edge. Other nouns that intervene
between the head of the subject and the verb (here
cabinet is such a noun) are irrelevant for determining
the form of the verb and need to be ignored.

By contrast, models that are insensitive to structure
may run into substantial difficulties capturing this de-
pendency. One potential issue is that there is no limit
to the complexity of the subject NP, and any number
of sentence-level modifiers and parentheticals—and
therefore an arbitrary number of words—can appear
between the subject and the verb:

(3) The building on the far right that’s quite old
and run down is the Kilgore Bank Building.

This property of the dependency entails that it can-
not be captured by an n-gram model with a fixed n.
RNNs are in principle able to capture dependencies
of an unbounded length; however, it is an empirical
question whether or not they will learn to do so in
practice when trained on a natural corpus.

A more fundamental challenge that the depen-
dency poses for structure-insensitive models is the
possibility of agreement attraction errors (Bock and
Miller, 1991). The correct form in (3) could be se-
lected using simple heuristics such as “agree with
the most recent noun”, which are readily available to
sequence models. In general, however, such heuris-
tics are unreliable, since other nouns can intervene
between the subject and the verb in the linear se-
quence of the sentence. Those intervening nouns can
have the same number as the subject, as in (4), or the
opposite number as in (5)-(7):

(4) Alluvial soils carried in the floodwaters add
nutrients to the floodplains.

(5) The only championship banners that are cur-
rently displayed within the building are for
national or NCAA Championships.

(6) The length of the forewings is 12-13.

(7) Yet the ratio of men who survive to the
women and children who survive is not clear
in this story.

Intervening nouns with the opposite number from the
subject are called agreement attractors. The poten-
tial presence of agreement attractors entails that the
model must identify the head of the syntactic subject
that corresponds to a given verb in order to choose
the correct inflected form of that verb.

Given the difficulty in identifying the subject from
the linear sequence of the sentence, dependencies
such as subject-verb agreement serve as an argument
for structured syntactic representations in humans
(Everaert et al., 2015); they may challenge models
such as RNNs that do not have pre-wired syntac-
tic representations. We note that subject-verb num-
ber agreement is only one of a number of structure-
sensitive dependencies; other examples include nega-
tive polarity items (e.g., any) and reflexive pronouns
(herself ). Nonetheless, a model’s success in learning
subject-verb agreement would be highly suggestive
of its ability to master hierarchical structure.

3 The Number Prediction Task

To what extent can a sequence model learn to be sensi-
tive to the hierarchical structure of natural language?
To study this question, we propose the number pre-
diction task. In this task, the model sees the sentence
up to but not including a present-tense verb, e.g.:

(8) The keys to the cabinet

It then needs to guess the number of the following
verb (a binary choice, either PLURAL or SINGULAR).
We examine variations on this task in Section 5.

In order to perform well on this task, the model
needs to encode the concepts of syntactic number
and syntactic subjecthood: it needs to learn that some
words are singular and others are plural, and to be
able to identify the correct subject. As we have illus-
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indentation in a programming language (Karpathy et
al., 2016). The goal of the present work is to probe
their ability to learn natural language hierarchical
(syntactic) structures from a corpus without syntactic
annotations. As a first step, we focus on a particular
dependency that is commonly regarded as evidence
for hierarchical structure in human language: English
subject-verb agreement, the phenomenon in which
the form of a verb depends on whether the subject
is singular or plural (the kids play but the kid plays;
see additional details in Section 2). If an RNN-based
model succeeded in learning this dependency, that
would indicate that it can learn to approximate or
even faithfully implement syntactic structure.

Our main interest is in whether LSTMs have the
capacity to learn structural dependencies from a nat-
ural corpus. We therefore begin by addressing this
question under the most favorable conditions: train-
ing with explicit supervision. In the setting with the
strongest supervision, which we refer to as the num-
ber prediction task, we train it directly on the task of
guessing the number of a verb based on the words that
preceded it (Sections 3 and 4). We further experiment
with a grammaticality judgment training objective, in
which we provide the model with full sentences an-
notated as to whether or not they violate subject-verb
number agreement, without an indication of the locus
of the violation (Section 5). Finally, we trained the
model without any grammatical supervision, using
a language modeling objective (predicting the next
word).

Our quantitative results (Section 4) and qualitative
analysis (Section 7) indicate that most naturally oc-
curring agreement cases in the Wikipedia corpus are
easy: they can be resolved without syntactic informa-
tion, based only on the sequence of nouns preceding
the verb. This leads to high overall accuracy in all
models. Most of our experiments focus on the super-
vised number prediction model. The accuracy of this
model was lower on harder cases, which require the
model to encode or approximate structural informa-
tion; nevertheless, it succeeded in recovering the ma-
jority of agreement cases even when four nouns of the
opposite number intervened between the subject and
the verb (17% errors). Baseline models failed spec-
tacularly on these hard cases, performing far below
chance levels. Fine-grained analysis revealed that
mistakes are much more common when no overt cues

to syntactic structure (in particular function words)
are available, as is the case in noun-noun compounds
and reduced relative clauses. This indicates that the
number prediction model indeed managed to capture
a decent amount of syntactic knowledge, but was
overly reliant on function words.

Error rates increased only mildly when we
switched to more indirect supervision consisting only
of sentence-level grammaticality annotations without
an indication of the crucial verb. By contrast, the
language model trained without explicit grammati-
cal supervision performed worse than chance on the
harder agreement prediction cases. Even a state-of-
the-art large-scale language model (Jozefowicz et
al., 2016) was highly sensitive to recent but struc-
turally irrelevant nouns, making more than five times
as many mistakes as the number prediction model on
these harder cases. These results suggest that explicit
supervision is necessary for learning the agreement
dependency using this architecture, limiting its plau-
sibility as a model of child language acquisition (El-
man, 1990). From a more applied perspective, this
result suggests that for tasks in which it is desirable to
capture syntactic dependencies (e.g., machine trans-
lation or language generation), language modeling
objectives should be supplemented by supervision
signals that directly capture the desired behavior.

2 Background: Subject-Verb Agreement
as Evidence for Syntactic Structure

The form of an English third-person present tense
verb depends on whether the head of the syntactic
subject is plural or singular:2

(1) a. The key is on the table.
b. *The key are on the table.
c. *The keys is on the table.
d. The keys are on the table.

While in these examples the subject’s head is adjacent
to the verb, in general the two can be separated by
some sentential material:3

2 Identifying the head of the subject is typically straightfor-
ward. In what follows we will use the shorthand “the subject” to
refer to the head of the subject.

3In the examples, the subject and the corresponding verb
are marked in boldface, agreement attractors are underlined and
intervening nouns of the same number as the subject are marked
in italics. Asterisks mark unacceptable sentences.

522

(2) The keys to the cabinet are on the table.

Given a syntactic parse of the sentence and a verb, it
is straightforward to identify the head of the subject
that corresponds to that verb, and use that information
to determine the number of the verb (Figure 1).

The keys to the cabinet are on the table

det

nsubj

prep det
pobj

prep det
pobj

root

Figure 1: The form of the verb is determined by
the head of the subject, which is directly connected
to it via an nsubj edge. Other nouns that intervene
between the head of the subject and the verb (here
cabinet is such a noun) are irrelevant for determining
the form of the verb and need to be ignored.

By contrast, models that are insensitive to structure
may run into substantial difficulties capturing this de-
pendency. One potential issue is that there is no limit
to the complexity of the subject NP, and any number
of sentence-level modifiers and parentheticals—and
therefore an arbitrary number of words—can appear
between the subject and the verb:

(3) The building on the far right that’s quite old
and run down is the Kilgore Bank Building.

This property of the dependency entails that it can-
not be captured by an n-gram model with a fixed n.
RNNs are in principle able to capture dependencies
of an unbounded length; however, it is an empirical
question whether or not they will learn to do so in
practice when trained on a natural corpus.

A more fundamental challenge that the depen-
dency poses for structure-insensitive models is the
possibility of agreement attraction errors (Bock and
Miller, 1991). The correct form in (3) could be se-
lected using simple heuristics such as “agree with
the most recent noun”, which are readily available to
sequence models. In general, however, such heuris-
tics are unreliable, since other nouns can intervene
between the subject and the verb in the linear se-
quence of the sentence. Those intervening nouns can
have the same number as the subject, as in (4), or the
opposite number as in (5)-(7):

(4) Alluvial soils carried in the floodwaters add
nutrients to the floodplains.
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the linear sequence of the sentence, dependencies
such as subject-verb agreement serve as an argument
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(Everaert et al., 2015); they may challenge models
such as RNNs that do not have pre-wired syntac-
tic representations. We note that subject-verb num-
ber agreement is only one of a number of structure-
sensitive dependencies; other examples include nega-
tive polarity items (e.g., any) and reflexive pronouns
(herself ). Nonetheless, a model’s success in learning
subject-verb agreement would be highly suggestive
of its ability to master hierarchical structure.

3 The Number Prediction Task

To what extent can a sequence model learn to be sensi-
tive to the hierarchical structure of natural language?
To study this question, we propose the number pre-
diction task. In this task, the model sees the sentence
up to but not including a present-tense verb, e.g.:

(8) The keys to the cabinet

It then needs to guess the number of the following
verb (a binary choice, either PLURAL or SINGULAR).
We examine variations on this task in Section 5.

In order to perform well on this task, the model
needs to encode the concepts of syntactic number
and syntactic subjecthood: it needs to learn that some
words are singular and others are plural, and to be
able to identify the correct subject. As we have illus-
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Number prediction

• Task:

• Predict PLURAL or SINGULAR

• Needs to learn “subjecthood” and number

• Unlimited synthetic data (1.3M from Wikipedia: 
present-tense verb uses)

• Models

• LSTM with 50-dim word embeddings, 50-dim hidden 
states, last state for classification

• Noun-only baselines

• Analysis: what affects performance?
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3 The Number Prediction Task
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tive to the hierarchical structure of natural language?
To study this question, we propose the number pre-
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up to but not including a present-tense verb, e.g.:

(8) The keys to the cabinet

It then needs to guess the number of the following
verb (a binary choice, either PLURAL or SINGULAR).
We examine variations on this task in Section 5.

In order to perform well on this task, the model
needs to encode the concepts of syntactic number
and syntactic subjecthood: it needs to learn that some
words are singular and others are plural, and to be
able to identify the correct subject. As we have illus-
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Good reporting of details

7

trated in Section 2, correctly identifying the subject
that corresponds to a particular verb often requires
sensitivity to hierarchical syntax.

Data: An appealing property of the number predic-
tion task is that we can generate practically unlimited
training and testing examples for this task by query-
ing a corpus for sentences with present-tense verbs,
and noting the number of the verb. Importantly, we
do not need to correctly identify the subject in order
to create a training or test example. We generated a
corpus of ⇠1.35 million number prediction problems
based on Wikipedia, of which ⇠121,500 (9%) were
used for training, ⇠13,500 (1%) for validation, and
the remaining ⇠1.21 million (90%) were reserved
for testing.4 The large number of test sentences was
necessary to ensure that we had a good variety of test
sentences representing less common constructions
(see Section 4).5

Model and baselines: We encode words as one-
hot vectors: the model does not have access to the
characters that make up the word. Those vectors are
then embedded into a 50-dimensional vector space.
An LSTM with 50 hidden units reads those embed-
ding vectors in sequence; the state of the LSTM at
the end of the sequence is then fed into a logistic
regression classifier. The network is trained6 in an
end-to-end fashion, including the word embeddings.7

To isolate the effect of syntactic structure, we also
consider a baseline which is exposed only to the
nouns in the sentence, in the order in which they
appeared originally, and is then asked to predict the
number of the following verb. The goal of this base-

4We limited our search to sentences that were shorter than
50 words. Whenever a sentence had more than one subject-verb
dependency, we selected one of the dependencies at random.

5Code and data are available at http://tallinzen.
net/projects/lstm_agreement.

6The network was optimized using Adam (Kingma and Ba,
2015) and early stopping based on validation set error. We
trained the number prediction model 20 times with different
random initializations, and report accuracy averaged across all
runs. The models described in Sections 5 and 6 are based on 10
runs, with the exception of the language model, which is slower
to train and was trained once.

7The size of the vocabulary was capped at 10000 (after low-
ercasing). Infrequent words were replaced with their part of
speech (Penn Treebank tagset, which explicitly encodes number
distinctions); this was the case for 9.6% of all tokens and 7.1%
of the subjects.

line is to withhold the syntactic information carried
by function words, verbs and other parts of speech.
We explore two variations on this baseline: one that
only receives common nouns (dogs, pipe), and an-
other that also receives pronouns (he) and proper
nouns (France). We refer to these as the noun-only
baselines.

4 Number Prediction Results

Overall accuracy: Accuracy was very high over-
all: the system made an incorrect number prediction
only in 0.83% of the dependencies. The noun-only
baselines performed significantly worse: 4.2% errors
for the common-nouns case and 4.5% errors for the
all-nouns case. This suggests that function words,
verbs and other syntactically informative elements
play an important role in the model’s ability to cor-
rectly predict the verb’s number. However, while the
noun-only baselines made more than four times as
many mistakes as the number prediction system, their
still-low absolute error rate indicates that around 95%
of agreement dependencies can be captured based
solely on the sequence of nouns preceding the verb.
This is perhaps unsurprising: sentences are often
short and the verb is often directly adjacent to the sub-
ject, making the identification of the subject simple.
To gain deeper insight into the syntactic capabilities
of the model, then, the rest of this section investigates
its performance on more challenging dependencies.8

Distance: We first examine whether the network
shows evidence of generalizing to dependencies
where the subject and the verb are far apart. We focus
in this analysis on simpler cases where no nouns in-
tervened between the subject and the verb. As Figure
2a shows, performance did not degrade considerably
when the distance between the subject and the verb
grew up to 15 words (there were very few longer
dependencies). This indicates that the network gen-
eralized the dependency from the common distances
of 0 and 1 to rare distances of 10 and more.

Agreement attractors: We next examine how the
model’s error rate was affected by nouns that inter-
vened between the subject and the verb in the linear

8These properties of the dependencies were identified by
parsing the test sentences using the parser described in Goldberg
and Nivre (2012).
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What affects performance?

• Distance?
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(a) (b) (c)

(d) (e) (f)

Figure 2: (a-d) Error rates of the LSTM number prediction model as a function of: (a) distance between
the subject and the verb, in dependencies that have no intervening nouns; (b) presence and number of last
intervening noun; (c) count of attractors in dependencies with homogeneous intervention; (d) presence of
a relative clause with and without an overt relativizer in dependencies with homogeneous intervention and
exactly one attractor. All error bars represent 95% binomial confidence intervals.

(e-f) Additional plots: (e) count of attractors per dependency in the corpus (note that the y-axis is on a log
scale); (f) embeddings of singular and plural nouns, projected onto their first two principal components.

order of the sentence. We first focus on whether or
not there were any intervening nouns, and if there
were, whether the number of the subject differed
from the number of the last intervening noun—the
type of noun that would trip up the simple heuristic
of agreeing with the most recent noun.

As Figure 2b shows, a last intervening noun of the
same number as the subject increased error rates only
moderately, from 0.4% to 0.7% in singular subjects
and from 1% to 1.4% in plural subjects. On the other
hand, when the last intervening noun was an agree-
ment attractor, error rates increased by almost an
order of magnitude (to 6.5% and 5.4% respectively).
Note, however, that even an error rate of 6.5% is
quite impressive considering uninformed strategies
such as random guessing (50% error rate), always
assigning the more common class label (32% error
rate, since 32% of the subjects in our corpus are plu-
ral) and the number-of-most-recent-noun heuristic
(100% error rate). The noun-only LSTM baselines
performed much worse in agreement attraction cases,
with error rates of 46.4% (common nouns) and 40%
(all nouns).

We next tested whether the effect of attractors is
cumulative, by focusing on dependencies with multi-
ple attractors. To avoid cases in which the effect of
an attractor is offset by an intervening noun with the
same number as the subject, we restricted our search
to dependencies in which all of the intervening nouns
had the same number, which we term dependencies
with homogeneous intervention. For example, (9) has
homogeneous intervention whereas (10) does not:

(9) The roses in the vase by the door are red.

(10) The roses in the vase by the chairs are red.

Figure 2c shows that error rates increased gradually
as more attractors intervened between the subject and
the verb. Performance degraded quite slowly, how-
ever: even with four attractors the error rate was only
17.6%. As expected, the noun-only baselines per-
formed significantly worse in this setting, reaching
an error rate of up to 84% (worse than chance) in the
case of four attractors. This confirms that syntactic
cues are critical for solving the harder cases.
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• Agreement attractors: do intervening nouns 
distract the model?

9
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Figure 2: (a-d) Error rates of the LSTM number prediction model as a function of: (a) distance between
the subject and the verb, in dependencies that have no intervening nouns; (b) presence and number of last
intervening noun; (c) count of attractors in dependencies with homogeneous intervention; (d) presence of
a relative clause with and without an overt relativizer in dependencies with homogeneous intervention and
exactly one attractor. All error bars represent 95% binomial confidence intervals.

(e-f) Additional plots: (e) count of attractors per dependency in the corpus (note that the y-axis is on a log
scale); (f) embeddings of singular and plural nouns, projected onto their first two principal components.

order of the sentence. We first focus on whether or
not there were any intervening nouns, and if there
were, whether the number of the subject differed
from the number of the last intervening noun—the
type of noun that would trip up the simple heuristic
of agreeing with the most recent noun.

As Figure 2b shows, a last intervening noun of the
same number as the subject increased error rates only
moderately, from 0.4% to 0.7% in singular subjects
and from 1% to 1.4% in plural subjects. On the other
hand, when the last intervening noun was an agree-
ment attractor, error rates increased by almost an
order of magnitude (to 6.5% and 5.4% respectively).
Note, however, that even an error rate of 6.5% is
quite impressive considering uninformed strategies
such as random guessing (50% error rate), always
assigning the more common class label (32% error
rate, since 32% of the subjects in our corpus are plu-
ral) and the number-of-most-recent-noun heuristic
(100% error rate). The noun-only LSTM baselines
performed much worse in agreement attraction cases,
with error rates of 46.4% (common nouns) and 40%
(all nouns).

We next tested whether the effect of attractors is
cumulative, by focusing on dependencies with multi-
ple attractors. To avoid cases in which the effect of
an attractor is offset by an intervening noun with the
same number as the subject, we restricted our search
to dependencies in which all of the intervening nouns
had the same number, which we term dependencies
with homogeneous intervention. For example, (9) has
homogeneous intervention whereas (10) does not:

(9) The roses in the vase by the door are red.

(10) The roses in the vase by the chairs are red.

Figure 2c shows that error rates increased gradually
as more attractors intervened between the subject and
the verb. Performance degraded quite slowly, how-
ever: even with four attractors the error rate was only
17.6%. As expected, the noun-only baselines per-
formed significantly worse in this setting, reaching
an error rate of up to 84% (worse than chance) in the
case of four attractors. This confirms that syntactic
cues are critical for solving the harder cases.
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• Yes, but not fatal -- especially compared to guessing and if deprived of 
function words

• Multiple intervening nouns: “homogeneous intervention” of same number

• Yes:  The roses in the vase by the door are red. 

• No:  The roses in the vase by the chairs are red. 

What affects performance?
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• Intervening nouns when in relative clauses?  Challenging:

• The RC has its own subject-verb pair with their own 
grammatical number

• It may or may not have an explicit relativizer word
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Figure 2: (a-d) Error rates of the LSTM number prediction model as a function of: (a) distance between
the subject and the verb, in dependencies that have no intervening nouns; (b) presence and number of last
intervening noun; (c) count of attractors in dependencies with homogeneous intervention; (d) presence of
a relative clause with and without an overt relativizer in dependencies with homogeneous intervention and
exactly one attractor. All error bars represent 95% binomial confidence intervals.

(e-f) Additional plots: (e) count of attractors per dependency in the corpus (note that the y-axis is on a log
scale); (f) embeddings of singular and plural nouns, projected onto their first two principal components.

order of the sentence. We first focus on whether or
not there were any intervening nouns, and if there
were, whether the number of the subject differed
from the number of the last intervening noun—the
type of noun that would trip up the simple heuristic
of agreeing with the most recent noun.

As Figure 2b shows, a last intervening noun of the
same number as the subject increased error rates only
moderately, from 0.4% to 0.7% in singular subjects
and from 1% to 1.4% in plural subjects. On the other
hand, when the last intervening noun was an agree-
ment attractor, error rates increased by almost an
order of magnitude (to 6.5% and 5.4% respectively).
Note, however, that even an error rate of 6.5% is
quite impressive considering uninformed strategies
such as random guessing (50% error rate), always
assigning the more common class label (32% error
rate, since 32% of the subjects in our corpus are plu-
ral) and the number-of-most-recent-noun heuristic
(100% error rate). The noun-only LSTM baselines
performed much worse in agreement attraction cases,
with error rates of 46.4% (common nouns) and 40%
(all nouns).

We next tested whether the effect of attractors is
cumulative, by focusing on dependencies with multi-
ple attractors. To avoid cases in which the effect of
an attractor is offset by an intervening noun with the
same number as the subject, we restricted our search
to dependencies in which all of the intervening nouns
had the same number, which we term dependencies
with homogeneous intervention. For example, (9) has
homogeneous intervention whereas (10) does not:

(9) The roses in the vase by the door are red.

(10) The roses in the vase by the chairs are red.

Figure 2c shows that error rates increased gradually
as more attractors intervened between the subject and
the verb. Performance degraded quite slowly, how-
ever: even with four attractors the error rate was only
17.6%. As expected, the noun-only baselines per-
formed significantly worse in this setting, reaching
an error rate of up to 84% (worse than chance) in the
case of four attractors. This confirms that syntactic
cues are critical for solving the harder cases.
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Relative clauses: We now look in greater detail
into the network’s performance when the words that
intervened between the subject and verb contained
a relative clause. Relative clauses with attractors
are likely to be fairly challenging, for several rea-
sons. They typically contain a verb that agrees with
the attractor, reinforcing the misleading cue to noun
number. The attractor is often itself a subject of an
irrelevant verb, making a potential “agree with the
most recent subject” strategy unreliable. Finally, the
existence of a relative clause is sometimes not overtly
indicated by a function word (relativizer), as in (11)
(for comparison, see the minimally different (12)):

(11) The landmarks this article lists here are
also run-of-the-mill and not notable.

(12) The landmarks that this article lists here
are also run-of-the-mill and not notable.

For data sparsity reasons we restricted our attention
to dependencies with a single attractor and no other
intervening nouns. As Figure 2d shows, attraction
errors were more frequent in dependencies with an
overt relative clause (9.9% errors) than in dependen-
cies without a relative clause (3.2%), and consider-
ably more frequent when the relative clause was not
introduced by an overt relativizer (25%). As in the
case of multiple attractors, however, while the model
struggled with the more difficult dependencies, its
performance was much better than random guessing,
and slightly better than a majority-class strategy.

Word representations: We explored the 50-
dimensional word representations acquired by the
model by performing a principal component anal-
ysis. We assigned a part-of-speech (POS) to each
word based on the word’s most common POS in the
corpus. We only considered relatively unambiguous
words, in which a single POS accounted for more
than 90% of the word’s occurrences in the corpus.
Figure 2f shows that the first principal component
corresponded almost perfectly to the expected num-
ber of the noun, suggesting that the model learned
the number of specific words very well; recall that
the model did not have access during training to noun
number annotations or to morphological suffixes such
as -s that could be used to identify plurals.

Visualizing the network’s activations: We start
investigating the inner workings of the number pre-
diction network by analyzing its activation in re-
sponse to particular syntactic constructions. To sim-
plify the analysis, we deviate from our practice in the
rest of this paper and use constructed sentences.

We first constructed sets of sentence prefixes based
on the following patterns:

(13) PP: The toy(s) of the boy(s)...

(14) RC: The toy(s) that the boy(s)...

These patterns differ by exactly one function word,
which determines the type of the modifier of the main
clause subject: a prepositional phrase (PP) in the first
sentence and a relative clause (RC) in the second. In
PP sentences the correct number of the upcoming
verb is determined by the main clause subject toy(s);
in RC sentences it is determined by the embedded
subject boy(s).

We generated all four versions of each pattern, and
repeated the process ten times with different lexical
items (the house(s) of/that the girl(s), the computer(s)
of/that the student(s), etc.), for a total of 80 sentences.
The network made correct number predictions for all
40 PP sentences, but made three errors in RC sen-
tences. We averaged the word-by-word activations
across all sets of ten sentences that had the same com-
bination of modifier (PP or RC), first noun number
and second noun number. Plots of the activation of
all 50 units are provided in the Appendix (Figure
5). Figure 3a highlights a unit (Unit 1) that shows a
particularly clear pattern: it tracks the number of the
main clause subject throughout the PP modifier; by
contrast, it resets when it reaches the relativizer that
which introduces the RC modifier, and then switches
to tracking the number of the embedded subject.

To explore how the network deals with dependen-
cies spanning a larger number of words, we tracked
its activation during the processing of the following
two sentences:9

(15) The houses of/that the man from the office
across the street...

The network made the correct prediction for the PP
9We simplified this experiment in light of the relative robust-

ness of the first experiment to lexical items and to whether each
of the nouns was singular or plural.
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Language model

• Does an LSTM LM implicitly learn these syntactic rules?

• Assess number prediction by comparing e.g.
P(writes | ...) vs. P(write | ...)

11

(a)
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(b)
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Language model

• Even large-scale LM (“Google LM”, trained on 1B 
words) still lags the more directly supervised 
model

12

(c) (d)
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Conclusions
• LSTMs can impressively learn longer-range 

interactions in real natural language data

• Previous work: artificial languages

• Total unsupervised learning not as good as 
supervised syntactic signal

• Excellent illustration of model analysis

• Analyze model performance with respect to research 
questions

• Break down errors by properties of examples

• Visualizations

• Scientific understanding of computational linguistics

13

Thursday, April 13, 17



Recursive Neural Networks

• (Whiteboard)

• Reference for all-nodes supervision:
Stanford Sentiment Treebank
https://nlp.stanford.edu/sentiment/treebank.html
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