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Why semantics?

Goal is to convert text into structured knowledge representations.
Some motivations:

I Automatically update databases of facts

I Infer new facts and relationships

I Answer complex questions, e.g.,
what cheese-exporting countries are hereditary monarchies?

I Logic-check written arguments

I ...

[Slides: Jacob Eisenstein]
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Why semantics?

Semantics is a stumbling block for NLP at all levels:

I
I shot an elephant in my

pajamas

I How to solve PP
attachment question?

I Bilexical probabilities are
just a noisy approximation

[Slides: Jacob Eisenstein]
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Can your computer ever really understand you?

What does it really mean to understand language anyway?

Some functional answers:

I Answer reading comprehension
tests

I Determine whether a statement is
true or false

I Choose the appropriate action

I Convert text to a meaning

representation

[Slides: Jacob Eisenstein]
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Language to Meaning

More informative

Information 
Extraction

Recover information 
about pre-specified 

relations and entities

Relation Extraction
Example Task

is a(OBAMA, PRESIDENT )

[Slides: ACL 2013 CCG tutorial]
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Language to Meaning

More informative

Broad-coverage 
Semantics

Summarization
Example Task

Obama wins 
election. Big party 
in Chicago. 
Romney a bit 
down, asks for 
some tea.

Focus on specific 
phenomena (e.g., verb-

argument matching)

[Slides: ACL 2013 CCG tutorial]
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Language to Meaning

More informative

Semantic 
Parsing

Recover complete 
meaning 

representation

Database Query
Example Task

What states 
border Texas?

Oklahoma!
New Mexico!

Arkansas!
Louisiana

[Slides: ACL 2013 CCG tutorial]
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Language to Meaning

More informative

Semantic 
Parsing

Recover complete 
meaning 

representation

Instructing a Robot
Example Task

at the chair, 
turn right

[Slides: ACL 2013 CCG tutorial]
Thursday, April 6, 17

http://yoavartzi.com/tutorial/
http://yoavartzi.com/tutorial/


Meaning
• Lexical semantics: individual words/phrases

• KBs, embeddings, etc.

• Logical semantics
• [e.g. questions as database queries ... theorem proving ...]

• Compositional semantics

• “Shallow” semantics: predicates, arguments

• who did what to whom?

• I bought a car from him <=> he sold me a car

• Practical examples: Information Extraction

• Major subtasks

• Entities and coreference

• I saw Bob, and he said hi 

• Time and Events

10
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Desiderata for an MR

• Truth-conditional semantics

• Every sentence is a logical statement (boolean, first 
order...)

• Model-theoretic denotations: possible worlds 
(database states?) licensed by the sentence

• Entailment and equivalence

• Non-ambiguity

• Expressiveness

• Maps to applications

11
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Semantic parsing
• Semantic parsing: from NL to an MR

• Typically “sem parse” applies to sentence-only analysis

• Lambda calculus: one common approach

• Tie it to syntax: e.g. CFG extension (Montague-style semantics)

• Current research: combinatory categorial grammar (CCG)

12

244 CHAPTER 13. LOGICAL SEMANTICS

Lambda calculus

Predicate logic is verifiable, unambiguous, expressive enough for a wide range of state-
ments, and supports inferences; it does a good job meeting all of the criteria listed at the
beginning of the chapter. But we still need a few more pieces before we can build logical
meanings from natural language sentences.

Recall the assumption of compositionality, which states that the meaning of a natural
language sentence is composed from the meaning of its constituents. Now, a simple sen-
tence like Max likes dragons has two top-level constituents in a CFG parse: the NP Max,
and the VP likes dragons. The meaning of Max is the constant MAX, and the meaning of
the entire sentence might be LIKES(MAX,DRAGONS). But what is the meaning of the VP
constituent likes dragons?

We will think of the meaning of VPs such as likes dragons as functions which require
additional arguments to form a sentence in predicate logic. The notation for describing
such functions is called lambda calculus, and it involves expressions such as �x.P (x),
which indicates a function that takes an argument x and then has value P (x). The appli-
cation of a function �x.P (x) to an argument A is written

�x.P (. . . , x, . . .)(A) (13.4)
P (. . . , A, . . .), (13.5)

indicating that A is playing the role occupied by the variable x, which is bound here by
the lambda expression. It is crucial to note that P itself may be a lambda expression, so
that application can be performed multiple times.

13.3 Syntax and semantics

We will now extent CFG products to include the meaning of each constituent, using rules
of the form,

X : ↵ ! Y : � Z : �, (13.6)

where X, Y, Z are syntactic non-terminals and ↵, �, � are the meanings associated with
each constituent.

For example, consider the very simple fragment,

S : �(↵) !NP : ↵ VP : � (13.7)
VP : �(↵) !V : � NP : ↵ (13.8)

Abigail, NP : ABIGAIL (13.9)
Max, NP : MAX (13.10)

likes, V : �y.�x.LIKE(x, y) (13.11)

(c) Jacob Eisenstein 2014-2017. Work in progress.

13.3. SYNTAX AND SEMANTICS 245

Lines 13.9-13.11 describe the lexicon, listing the syntactic categories and semantic
meanings of individual words. Words may have multiple entries in the lexicon, depend-
ing on their semantics; for example, the verb eats may be intransitive (Abigail eats) or
transitive (Abigail eats kimchi), so we need two lexical entries:

eats, V : �x.EAT(x) (13.12)
eats, V : �y.�x.EAT(x, y). (13.13)

Now, given the sentence Max likes Abigail, we get the following analysis,

P =�y.�x.LIKES(x, y)(MAX)(ABIGAIL) (13.14)
=�x.LIKES(x, ABIGAIL)(MAX) (13.15)
=LIKES(MAX, ABIGAIL) (13.16)

Noun phrases

What about sentences with more complex noun phrases like Max has a red bear or Abi-
gail eats all the spicy snacks? To handle these cases, we’ll need to deal with determiners,
adjectives, and general nouns. Let’s start with a relatively simple case,

(13.9) A dog likes Max.

The desired analysis is,

(A dog likes Max.).sem = 9x.DOG(x) ^ LIKES(x, MAX), (13.17)

where (text).sem indicates the semantics of text.
We already know that the meaning of the verb phrase likes Max is �x.LIKES(x, MAX),

and we would like to apply this function to the argument specified by the noun phrase.
But somehow we have to get to a solution where the outermost term is the existential
quantifier 9x, and not the predicate LIKES. How can we do it?

The solution is to introduce some additional operations for type-shifting. The se-
mantic type of the verb phrase likes Max was a function mapping from entities to truth
values, �x.LIKES(x, MAX). We now introduce the type-raising operation ↵ ! �P.P (↵),
indicating that the semantics ↵ can be replaced with a function that takes P as an argu-
ment, and returns P (↵). Applying type-raising to the verb phrase likes Max, we obtain,
�P.P (�x.LIKES(x, MAX)).

Now, how should we think of the noun phrase a dog? The determiner implies an
existential quantifier (there exists some dog...) over all dogs, 9x.DOG(x). Moreover, we
are planning to apply some additional functions to explain what this dog is doing. So the
semantics we want is �P.9(x)DOG(x) ^ P (x). We can get there by appropriately defining

(c) Jacob Eisenstein 2014-2017. Work in progress.

Thursday, April 6, 17



Natural Language Understanding

Deeper Syntax:
Dependency parsing

P V ADP V ADP N ADP NN
I want to go to New York on Sunday

[Slides: Dipanjan Das]
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Natural Language Understanding

Shallow Semantics: Frames and Roles

P V ADP V ADP N ADP NN
I want to go to New York on Sunday

[Slides: Dipanjan Das]
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Natural Language Understanding

Encodes an event
or 

scenario

Shallow Semantics: Frames and Roles

P V ADP V ADP N ADP NN
I want to go to New York on Sunday

[Slides: Dipanjan Das]
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Natural Language Understanding

Shallow Semantics: Frames and Roles

P V ADP V ADP N ADP NN
I want to go to New York on Sunday

[Slides: Dipanjan Das]
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Natural Language Understanding

participant or
role

for the frame

Shallow Semantics: Frames and Roles

P V ADP V ADP N ADP NN
I want to go to New York on Sunday

[Slides: Dipanjan Das]
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Natural Language Understanding

Shallow Semantics: Frames and Roles

I want to go to New York on Sunday

[Slides: Dipanjan Das]
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Natural Language Understanding

Shallow Semantics: Frames and Roles

I want to go to New York on Sunday

Experiencer

[Slides: Dipanjan Das]
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The entity-relation paradigm

20
http://thelousylinguist.blogspot.com/2017/03/using-ibm-watson-knowledge-studio-to.html
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The entity-relation paradigm

21

Thursday, April 6, 17



Abstract Meaning Representation
(Broad-coverage MR)

https://github.com/nschneid/amr-tutorial/tree/master/slides22

person

othercontraception

According to  
Ginsburg,  

we  
have an obligation  

to provide  
others  

with contraception.

obligate-01

provide-01

say-01

we

person

"Ruth_Bader_Ginsburg"

name

"Ginsburg"

:wiki

:op1

:name

:ARG0 :ARG1

:ARG1

:ARG0

:ARG2

:ARG1
:mod

:ARG2

say-01

we

provide-01

obligate-01

contraception

person other:mod

person
:wiki

:name name "Ginsburg"
:op1

"Ruth_Bader_Ginsburg"

• Annotations reflect a neo-Davidsonian logical representation

• Broad event/predicate classes (“frames”)

• No deeper sharing of frames across lexical items (buy vs. sell)
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• Analyze time-series of friendly vs. hostile 
country-country interactions, coded from 
newswire text

• Manual coding (~1960’s): hire people to read 
thousands of articles  (inconsistencies!)

• Machine coding (KEDS) -- rule-based S-V-O or S-V-
PP extraction  [Phil Schrodt (1993, 1994... 2011)]

• Various current efforts: ICEWS, OEDA, etc.

Event analysis in intl. relations
(Narrow-coverage MR)
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Event analysis in intl. relations
(Narrow-coverage MR)
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(These graphs are from manual 
coding; IE evaluations in Schrodt and 
Gerner 1994, King and Lowe 2001)

Event analysis in intl. relations
(Narrow-coverage MR)
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• Bakeoff format: shared task, dataset, hidden test set 
for competitive evaluation

• Different domains – involving specific events

• (1987) MUC-1:  Fleet operations

• (1991-2) MUC-3, 4:  Terrorist activities in Latin America

• (1993-7)  Corporate Joint Ventures, Microelectronic 
production, Negotiation of Labor Disputes, Airplane 
crashes, and Rocket/Missile Launches

• ACE (1999-2008) – Automated Content Extraction

Message Understanding 
Conferences (MUC)

Thursday, April 6, 17



MUC Template-Filling IE
Output: extract an event 
record (“terrorist attack”) 

with the following attributes:

Input: text
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MUC Template-Filling IE
Output: extract an event 
record (“terrorist attack”) 

with the following attributes:

Input: text
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Pipeline
(finite-state transducers)

1. Complex Words

2. Basic Phrases

3. Complex Phrases

4. Domain Events

5. Merging Structures

Text

Structure

Names, multiwords...

NPs, verb groups, phrase 
structure...

Syntax steps

Domain-specific semantics

Thursday, April 6, 17



<Company/ies> <Set-up> <Joint-Venture> 
with <Company/ies>

<Produce> <Product>

Event Patterns

Bridgestone Sports Co. said Friday 
it has set up a joint
venture in Taiwan with a local 
concern and a Japanese
trading house to produce 
golf clubs to be shipped to 
Japan.

The joint venture, Bridgestone 
Sports Taiwan Co., 
capitalized at 20 million new Taiwan 
dollars, will start production in 
January 1990
with production of 20,000 iron 
and “metal wood” clubs a month.
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(4/5)  Domain Events
(5/5)  Merge Structures

Bridgestone Sports Co. said 
Friday it has set up a joint 
venture in Taiwan with a local 
concern and a Japanese 
trading house to produce 
golf clubs to be shipped to 
Japan.

The joint venture, Bridgestone 
Sports Taiwan Co., 
capitalized at 20 million new 
Taiwan dollars, will start 
production in January 1990 
with production of 20,000 iron 
and “metal wood” clubs a month.
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(4/5)  Domain Events
(5/5)  Merge Structures
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(4/5)  Domain Events
(5/5)  Merge Structures

Decide identity coreference 
through name-matching and type 

compatibility; if arguments are 
coreferent, merge events
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(4/5)  Domain Events
(5/5)  Merge Structures

Decide identity coreference 
through name-matching and type 

compatibility; if arguments are 
coreferent, merge events

Thursday, April 6, 17



Empirical Rule-based NLP
• Originally FASTUS was just a preprocessor for a more complex system.  It 

was too slow, they threw it out -- deadline pressure

• Hours vs Minutes runtime on development set -- much faster development 
iterations
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Empirical Rule-based NLP
• Originally FASTUS was just a preprocessor for a more complex system.  It 

was too slow, they threw it out -- deadline pressure

• Hours vs Minutes runtime on development set -- much faster development 
iterations

January:  Designed FASTUS
Jan-May:  Development
May 6:  First test of the FASTUS system on a blind test set of 100 terrorist reports, which 
had been withheld as a fair test, and we obtained a score of 8% recall and 42% precision.
    At that point we began a fairly intensive effort to hill-climb on all 1300 development 
texts then available, doing periodic runs on the fair test to monitor our progress. This effort 
culminated in a score of 44% recall and 57% precision in the wee hours of June 1, when 
we decided to run the official test. The rate of progress was rapid enough that even a few 
hours of work could be shown to have a noticeable impact on the score. Our scarcest 
resource was time, and our supply of it was eventually exhausted well before the point of 
diminishing returns.
We were thus able, in three and a half weeks, to increase the system’s F-score by 36.2 
points, from 13.5 to 49.7.

Thursday, April 6, 17



• Current work in supervised event extraction (feature-based, 
neural network...)

• ACE entity/event dataset: ~dozen event types and mention-
level annotations

33

In Baghdad, a cameraman died when an American tank fired on the Palestine Hotel.

AttackDie

Instrument
Place

Victim
Target

Instrument

Target

Place

Figure 1: Event mentions of example (1). There are two event mentions that share three arguments,
namely the Die event mention triggered by “died”, and the Attack event mention triggered by “fired”.

arbitrary global features over multiple local pre-
dictions. However, different from easier tasks such
as part-of-speech tagging or noun phrase chunking
where efficient dynamic programming decoding is
feasible, here exact joint inference is intractable.
Therefore we employ beam search in decoding,
and train the model using the early-update percep-
tron variant tailored for beam search (Collins and
Roark, 2004; Huang et al., 2012).

We make the following contributions:

1. Different from traditional pipeline approach,
we present a novel framework for sentence-
level event extraction, which predicts triggers
and their arguments jointly (Section 3).

2. We develop a rich set of features for event
extraction which yield promising perfor-
mance even with the traditional pipeline
(Section 3.4.1). In this paper we refer to them
as local features.

3. We introduce various global features to ex-
ploit dependencies among multiple triggers
and arguments (Section 3.4.2). Experi-
ments show that our approach outperforms
the pipelined approach with the same set of
local features, and significantly advances the
state-of-the-art with the addition of global
features which brings a notable further im-
provement (Section 4).

2 Event Extraction Task

In this paper we focus on the event extraction task
defined in Automatic Content Extraction (ACE)
evaluation.1 The task defines 8 event types and
33 subtypes such as Attack, End-Position etc. We
introduce the terminology of the ACE event ex-
traction that we used in this paper:

1
http://projects.ldc.upenn.edu/ace/

• Event mention: an occurrence of an event
with a particular type and subtype.

• Event trigger: the word most clearly ex-
presses the event mention.

• Event argument: an entity mention, tempo-
ral expression or value (e.g. Job-Title) that
serves as a participant or attribute with a spe-
cific role in an event mention.

• Event mention: an instance that includes one
event trigger and some arguments that appear
within the same sentence.

Given an English text document, an event ex-
traction system should predict event triggers with
specific subtypes and their arguments from each
sentence. Figure 1 depicts the event triggers and
their arguments of sentence (1) in Section 1. The
outcome of the entire sentence can be considered a
graph in which each argument role is represented
as a typed edge from a trigger to its argument.

In this work, we assume that argument candi-
dates such as entities are part of the input to the
event extraction, and can be from either gold stan-
dard or IE system output.

3 Joint Framework for Event Extraction

Based on the hypothesis that facts are inter-
dependent, we propose to use structured percep-
tron with inexact search to jointly extract triggers
and arguments that co-occur in the same sentence.
In this section, we will describe the training and
decoding algorithms for this model.

3.1 Structured perceptron with beam search
Structured perceptron is an extension to the stan-
dard linear perceptron for structured prediction,
which was proposed in (Collins, 2002). Given a
sentence instance x 2 X , which in our case is a
sentence with argument candidates, the structured
perceptron involves the following decoding prob-

74

[Li et al. 2013]
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34

Category Type Feature Description

Trigger

Lexical

1. unigrams/bigrams of the current and context words within the window of size 2
2. unigrams/bigrams of part-of-speech tags of the current and context words within the
window of size 2
3. lemma and synonyms of the current token
4. base form of the current token extracted from Nomlex (Macleod et al., 1998)
5. Brown clusters that are learned from ACE English corpus (Brown et al., 1992; Miller et
al., 2004; Sun et al., 2011). We used the clusters with prefixes of length 13, 16 and 20 for
each token.

Syntactic

6. dependent and governor words of the current token
7. dependency types associated the current token
8. whether the current token is a modifier of job title
9. whether the current token is a non-referential pronoun

Entity
Information

10. unigrams/bigrams normalized by entity types
11. dependency features normalized by entity types
12. nearest entity type and string in the sentence/clause

Argument

Basic

1. context words of the entity mention
2. trigger word and subtype
3. entity type, subtype and entity role if it is a geo-political entity mention
4. entity mention head, and head of any other name mention from co-reference chain
5. lexical distance between the argument candidate and the trigger
6. the relative position between the argument candidate and the trigger: {before, after,
overlap, or separated by punctuation}
7. whether it is the nearest argument candidate with the same type
8. whether it is the only mention of the same entity type in the sentence

Syntactic

9. dependency path between the argument candidate and the trigger
10. path from the argument candidate and the trigger in constituent parse tree
11. length of the path between the argument candidate and the trigger in dependency graph
12. common root node and its depth of the argument candidate and parse tree
13. whether the argument candidate and the trigger appear in the same clause

Table 1: Local features.

3.4.1 Local features

In general there are two kinds of local features:
Trigger features The local feature func-

tion for trigger labeling can be factorized as
f(x, i, y

g(i)) = p(x, i) � q(y
g(i)), where p(x, i) is

a predicate about the input, which we call text fea-
ture, and q(y

g(i)) is a predicate on the trigger label.
In practice, we define two versions of q(y

g(i)):

q0(y
g(i)) = y

g(i) (event subtype)

q1(y
g(i)) = event type of y

g(i)

q1(y
g(i)) is a backoff version of the standard un-

igram feature. Some text features for the same
event type may share a certain distributional sim-
ilarity regardless of the subtypes. For example,
if the nearest entity mention is “Company”, the
current token is likely to be Personnel no matter
whether it is End-Postion or Start-Position.

Argument features Similarly, the local fea-
ture function for argument labeling can be rep-
resented as f(x, i, k, y

g(i), yh(i,k)) = p(x, i, k) �
q(y

g(i), yh(i,k)), where y
h(i,k) denotes the argu-

ment assignment for the edge between trigger
word i and argument candidate e

k

. We define two

versions of q(y
g(i), yh(i,k)):

q0(y
g(i), yh(i,k)) =

8
><

>:

y
h(i,k) if yh(i,k) is Place,

Time or None

y
g(i) � yh(i,k) otherwise

q1(y
g(i), yh(i,k)) =

(
1 if yh(i,k) 6=None

0 otherwise

It is notable that Place and Time arguments are
applicable and behave similarly to all event sub-
types. Therefore features for these arguments are
not conjuncted with trigger labels. q1(y

h(i,k)) can
be considered as a backoff version of q0(y

h(i,k)),
which does not discriminate different argument
roles but only focuses on argument identification.
Table 1 summarizes the text features about the in-
put for trigger and argument labeling. In our ex-
periments, we used the Stanford parser (De Marn-
effe et al., 2006) to create dependency parses.

3.4.2 Global features
Table 2 summarizes the 8 types of global features
we developed in this work. They can be roughly
divided into the following two categories:

77
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ilarity regardless of the subtypes. For example,
if the nearest entity mention is “Company”, the
current token is likely to be Personnel no matter
whether it is End-Postion or Start-Position.

Argument features Similarly, the local fea-
ture function for argument labeling can be rep-
resented as f(x, i, k, y

g(i), yh(i,k)) = p(x, i, k) �
q(y

g(i), yh(i,k)), where y
h(i,k) denotes the argu-

ment assignment for the edge between trigger
word i and argument candidate e

k

. We define two

versions of q(y
g(i), yh(i,k)):

q0(y
g(i), yh(i,k)) =

8
><

>:

y
h(i,k) if yh(i,k) is Place,

Time or None

y
g(i) � yh(i,k) otherwise

q1(y
g(i), yh(i,k)) =

(
1 if yh(i,k) 6=None

0 otherwise

It is notable that Place and Time arguments are
applicable and behave similarly to all event sub-
types. Therefore features for these arguments are
not conjuncted with trigger labels. q1(y

h(i,k)) can
be considered as a backoff version of q0(y

h(i,k)),
which does not discriminate different argument
roles but only focuses on argument identification.
Table 1 summarizes the text features about the in-
put for trigger and argument labeling. In our ex-
periments, we used the Stanford parser (De Marn-
effe et al., 2006) to create dependency parses.

3.4.2 Global features
Table 2 summarizes the 8 types of global features
we developed in this work. They can be roughly
divided into the following two categories:
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Category Feature Description

Trigger
1. bigram of trigger types occur in the same sentence or the same clause
2. binary feature indicating whether synonyms in the same sentence have the same trigger label
3. context and dependency paths between two triggers conjuncted with their types

Argument

4. context and dependency features about two argument candidates which share the same role within the
same event mention
5. features about one argument candidate which plays as arguments in two event mentions in the same
sentence
6. features about two arguments of an event mention which are overlapping
7. the number of arguments with each role type of an event mention conjuncted with the event subtype
8. the pairs of time arguments within an event mention conjuncted with the event subtype

Table 2: Global features.
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Figure 5: Illustration of global features (4-6) in Table 2.

Event Probability
Attack 0.34

Die 0.14
Transport 0.08

Injure 0.04
Meet 0.02

Table 3: Top 5 event subtypes that co-occur with
Attack event in the same sentence.

Trigger global feature This type of feature
captures the dependencies between two triggers
within the same sentence. For instance: feature (1)
captures the co-occurrence of trigger types. This
kind of feature is motivated by the fact that two
event mentions in the same sentence tend to be se-
mantically coherent. As an example, from Table 3
we can see that Attack event often co-occur with
Die event in the same sentence, but rarely co-occur
with Start-Position event. Feature (2) encourages
synonyms or identical tokens to have the same la-
bel. Feature (3) exploits the lexical and syntactic
relation between two triggers. A simple example
is whether an Attack trigger and a Die trigger are
linked by the dependency relation conj and.

Argument global feature This type of feature
is defined over multiple arguments for the same
or different triggers. Consider the following sen-
tence:

(3) Trains running to southern Sudan were used

to transport abducted women and children.

The Transport event mention “transport” has
two Artifact arguments, “women” and “chil-
dren”. The dependency edge conj and be-
tween “women” and “children” indicates that
they should play the same role in the event men-
tion. The triangle structure in Figure 5(a) is an ex-
ample of feature (4) for the above example. This
feature encourages entities that are linked by de-
pendency relation conj and to play the same role
Artifact in any Transport event.

Similarly, Figure 5(b) depicts an example of
feature (5) for sentence (1) in Section 1. In this ex-
ample, an entity mention is Victim argument to Die
event and Target argument to Attack event, and the
two event triggers are connected by the typed de-
pendency advcl. Here advcl means that the word
“fired” is an adverbial clause modier of “died”.

Figure 5(c) shows an example of feature (6) for
the following sentence:

(4) Barry Diller resigned as co-chief executive of
Vivendi Universal Entertainment.

The job title “co-chief executive of Vivendi Uni-
versal Entertainment” overlaps with the Orga-
nization mention “Vivendi Universal Entertain-
ment”. The feature in the triangle shape can be
considered as a soft constraint such that if a Job-
Title mention is a Position argument to an End-
Position trigger, then the Organization mention

78

(4) (5) (6)

[Li et al. 2013]
Thursday, April 6, 17

https://www.aclweb.org/anthology/P/P13/P13-1008.pdf
https://www.aclweb.org/anthology/P/P13/P13-1008.pdf

