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ABSTRACT

The proliferation of information networks, as a means of
sharing information, has raised privacy concerns for enter-
prises who manage such networks and for individual users
that participate in such networks. For enterprises, the main
challenge is to satisfy two competing goals: releasing net-
work data for useful data analysis and also preserving the
identities or sensitive relationships of the individuals partic-
ipating in the network. Individual users, on the other hand,
require personalized methods that increase their awareness
of the visibility of their private information.

This tutorial provides a systematic survey of the prob-
lems and state-of-the-art methods related to both enterprise
and personalized privacy in information networks. The tuto-
rial discusses privacy threats, privacy attacks, and privacy-
preserving mechanisms tailored specifically to network data.

Categories and Subject Descriptors

H.2.0 [DATABASE MANAGEMENT]: Security, integrity,
and protection

General Terms

Algorithms, Security

Keywords

Networks, Privacy, Anonymization, Differential Privacy

1. INTRODUCTION

A network dataset is a graph representing a set of enti-
ties and the connections between them. Network data can
describe a variety of domains: a social network might de-
scribe individuals connected by friendships; an information

network might describe a set of articles connected by ci-
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tations; a communication network might describe Internet
hosts related by traffic flows.

The ability for enterprises to collect network data has in-
creased rapidly, creating the possibility for a wide range of
compelling data analysis tasks: studying disease transmis-
sion, measuring a publication’s influence, evaluating a net-
work’s resiliency to faults and attacks, etc. While members
of the enterprise may be able to perform these analyses,
they often wish to enlist outside experts. In addition, the
ability to disseminate network data, and/or release the re-
sults of analyses, supports experimental repeatability and
advances scientific investigation. Unfortunately, access to
network data is extremely constrained because many net-
works contain sensitive information about their participants.

The first topic in this tutorial focuses on privately man-
aging enterprise network data. We investigate the problem
of limiting the disclosure of sensitive information while pub-
lishing network data sets for useful analysis, or alternatively,
releasing the results of network analyses.

At the same time, individuals increasingly participate in
online information networks: complex systems in which their
personal information and interactions with others are recorded
and displayed publicly. The second part of the tutorial iden-
tifies the privacy risks to individuals due to these public net-
worked interactions. We focus our discussion on measures
for quantifying users’ privacy risks as well as mechanisms
for helping them identify appropriate privacy settings.

2. TUTORIAL OUTLINE

Our tutorial is organized as follows.

2.1 Information-network data

The tutorial begins with a brief introduction to network
data that includes social-network data (e.g., Facebook, Link-
edIn), instant-messenger networks, collaboration networks,
etc. We review examples of large-scale networks currently
being collected and analyzed. We provide examples of key
analysis tasks as well as the nature of the sensitive informa-
tion contained in network data sets.

2.2 Threats and attacks for network data

Because network analysis can be performed in the absence
of entity identifiers (e.g., name, social security number), a
natural strategy for protecting sensitive information is to
replace identifying attributes with synthetic identifiers. We
refer to this procedure as naive anonymization. This com-

1201



mon practice attempts to protect sensitive information by
breaking the association between the real-world identity and
the sensitive data.

We review a number of attacks on naively anonymized
network data which can re-identify nodes, disclose edges be-
tween nodes, or expose properties of nodes (e.g., node fea-
tures). These attacks include: matching attacks, which use
external knowledge of node features [20, 14, 39, 27]; injec-
tion attacks, which alter the network prior to publication [1];
and auxiliary network attacks, which use publicly available
networks as an external information source [25].

2.3 Publishing networks privately

For enterprises that wish to publish their network data
without revealing sensitive information, the above attacks
demonstrate that simply removing identifiers prior to pub-
lication fails to protect privacy. Thus, enterprises must con-
sider more complex transformations of the data. An active
area of research has focused on designing algorithms that
transform network data so that it is safe for publication.

These algorithms have two primary objectives. First, the
transformations should protect privacy, which is typically
demonstrated by proving that the transformed network re-
sists certain attacks. Second, the utility of the data should
be preserved by the transformation—i.e., salient features of
the network should be minimally distorted. While the pri-
vacy objective makes some distortion inevitable, most al-
gorithms are designed to minimize distortion (measured in
various ways, depending on the algorithm). In most cases,
utility is not provably guaranteed but rather assessed empir-
ically, for instance through a comparison of the transformed
network to the original in terms of a measure of graph dis-
tance, or in terms of the difference in various network statis-
tics, such as average shortest path lengths, clustering coef-
ficient and degree distribution. In addition to protecting
privacy and preserving utility, algorithm runtime and scala-
bility are also important considerations.

One of the first algorithms proposed was that of Liu and
Terzi [20], which transforms the network through edge inser-
tions. Edges are added until nodes cannot be distinguished
by their degree: specifically, for each node, there are at least
k−1 other nodes that share its degree. This prevents an ad-
versary with knowledge of node degree from re-identifying a
target node beyond a set of k candidates. (The transformed
network may also resist attacks from adversaries with richer
auxiliary information, but the algorithm provides no formal
guarantee.) To preserve utility, the algorithm attempts to
find the minimal set of edge insertions necessary to achieve
the privacy objective.

In recent years, many other algorithms have been pro-
posed (cf. surveys [13, 32, 38]). They can be organized
based on two key design decisions: the kind of data trans-
formation and the privacy objective. Algorithms transform
the network using one of several kinds of alteration: di-

rected alterations transform the network through addition
and deletion of edges [6, 20, 27, 39]; network generalization

summarizes the network data in terms of node groups [5, 7,
8, 14]; random alteration transforms the network stochasti-
cally via random edge additions, deletions, or rewirings [15,
22, 31, 34]. There is also work comparing different alteration
strategies [33].

While a common privacy objective is preventing re-ident-
ification [5, 6, 14, 20, 27, 39], other work seeks to prevent

the disclosure of sensitive information, including edges [7,
8, 22, 34, 35, 36]. The techniques make different assump-
tions about adversary capabilities, from auxiliary informa-
tion limited to node attributes [7, 8], node degree [20], or
immediate (labelled) neighborhood [27], to arbitrary struc-
tural information [5, 6, 14, 39]. In addition, recent work
looks at the privacy risks of releasing multiple views of a
dynamic network [3, 4].

2.4 Answering network queries privately

Instead of publishing a transformed network, an alter-
native strategy allows users to query the data through a
controlled interface. Prior work on querying private data
has investigated two techniques: auditing and perturbation.
Query auditing, in which queries are denied if the answers
may lead to privacy breaches, has proven to be computation-
ally hard and surprisingly subtle (because even a denial can
lead to a privacy breach) [24]. Perturbation injects random
noise into the query answers, creating uncertainty about the
state of the underlying database. If appropriately calibrated,
an individual’s sensitive information can be hidden by the
noise. Recent work in differential privacy has characterized
a relationship between the magnitude of the noise and quan-
tifiable privacy protection [10]. The noise depends both on
the number of queries and on query sensitivity, which mea-
sures how much an individual’s data can affect the answer.

There has been much research (cf. a recent review [9]) on
differentially private mechanisms for querying tabular data,
where a person’s private information is encapsulated in a
single database record. Network data poses new challenges
because private information may span multiple records. The
choice of differential object (a single edge vs. a node and in-
cident edges) has profound implications on the semantics of
the differential privacy guarantee and the resulting accuracy
of query answers [12, 17].

The research on private network analysis is in its early
stages. Our tutorial will describe the sensitivity of some
common network statistics and discuss the limitations of
answering high sensitivity queries under differential privacy.
We also review recent results on privately computing net-
work statistics like the frequency of degrees [12, 16] and
subgraph motifs [26, 28], as well as the challenges of design-
ing a social recommendation system over private network
data [23]. Finally, we discuss interesting directions for fu-
ture work, including the possibility of using query answering
mechanisms as a basis for generating synthetic network data.

2.5 Privacy management for individual users

As the number of online social-networking users explodes,
securing individuals’ privacy to avoid threats such as iden-

tity theft and digital stalking becomes an increasingly im-
portant issue. Unfortunately, even sophisticated users who
value privacy often compromise it to improve their digital
presence. They know that loss of control over their per-
sonal information poses a long-term threat, but they cannot
assess the risk accurately enough to compare it with the
short-term gain. Even worse, tracking privacy controls in
online services is often a complicated and time-consuming
task that confuses many users. We dedicate this section of
the tutorial to privacy concerns from the individual users’
viewpoint. Specifically, we introduce models and algorithms
to measure the potential privacy risks for online users due
to the information they share explicitly or implicitly [2, 19,
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21, 37]. We discuss mechanisms that help users better man-
age their privacy settings [11, 30]. We also review some
work for users to trade their privacy for better services [29].
Finally, we discuss the privacy implications and design is-
sues of microtargeted advertising, which offers the benefits
of fine-grained audience targeting [18]. We conclude with
open problems and future directions in personalized privacy
for online information networks.
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