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Labeled Faces in the Wild: A Database for Studying
Face Recognition in Unconstrained Environments
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Abstract— Face recognition has benefitted greatly from the
many databases that have been produced to study it. Most of
these databases have been created under controlled conditions to
facilitate the study of specific parameters on the face recognition
problem. These parameters include such variables as position,
pose, lighting, expression, background, camera quality, occlusion,
age, and gender.

While there are many applications for face recognition technol-
ogy in which one can control the parameters of image acquisition,
there are also many applications in which the practitioner has
little or no control over such parameters. This database is
provided as an aid in studying the latter, unconstrained, face
recognition problem. The database represents an initial attempt
to provide a set of labeled face photographs spanning the range
of conditions typically encountered by people in their everyday
lives. The database exhibits “natural” variability in pose, lighting,
focus, resolution, facial expression, age, gender, race, accessories,
make-up, occlusions, background, and photographic quality.
Despite this variability, the images in the database are presented
in a simple and consistent format for maximum ease of use.

In addition to describing the details of the database and
its acquisition, we provide specific experimental paradigms for
which the database is suitable. This is done in an effort to
make research performed with the database as consistent and
comparable as possible.

I. I NTRODUCTION

This report describes a database of human face im-
ages designed as an aid in studying the problem of
unconstrained face recognition.1 The database can be
viewed and downloaded at the following web address:
http://vis-www.cs.umass.edu/lfw/.

Face recognition is the problem of identifying a specific
individual, rather than merely detecting the presence of a
human face, which is often calledface detection. The general
term “face recognition” can refer to a number of different
problems including, but not limited to, the following.

1) Given two pictures, each of which contains a face,
decide whether the two people pictured represent the
same individual.

1We note that for more general classes of objects such as cars ordogs, the
term “recognition” often refers to the problem of recognizing amember of the
larger class, rather than a specific instance. That is, when one “recognizes”
a cat (in the context of computer vision research), it is meant that one has
identified a particular object as a cat, rather than that one has identified a
particular cat. In the context of more general objects, we prefer the term
identification to refer to the problem of recognizing a specific instance of a
class (such as Bob’s Toyota). For example, see the work by Ferencz et al. to
see examples of this usage [7], [8], [15]. However, in the literature on human
faces, the termrecognitionis typically used to refer to the identification of a
particular individual, not just a human being. Since this report is about faces,
we adopt this latter terminology here.

2) Given a picture of a person’s face, decide whether it is
an example of a particular individual. This may be done
by comparing the face to a model for that individual or
to other pictures of the individual.

3) Given a picture of a face, decide which person from
among a set of people the picture represents, if any. (This
is often referred to as theface verificationparadigm.)

Our database, which we call Labeled Faces in the Wild (LFW),
is designed to address the first of these problems, although it
can be used to address the others if desired. We shall refer to
this problem as thepair matchingproblem.

The main motivation for the database, which is discussed
in more detail below, is to provide a large set of relatively
unconstrained face images. By unconstrained, we mean faces
that show a large range of the variation seen in everyday
life. This includes variation in pose, lighting, expression,
background, race, ethnicity, age, gender, clothing, hairstyles,
camera quality, color saturation, focus, and other parameters.
Figures 1 and 2 show some examples of the database images.
The reason we are interested in natural variation is that we
are interested in the problem of pair matching given a pair of
pre-existing face images, i.e., images whose composition we
had no control over. We view this problem ofunconstrained
pair matchingas one of the most general and fundamental
face recognition problems.

Before proceeding with the details of the database, we
present some summary statistics and properties of the database.

• The database contains 13,233 target face images. Some
images contain more than one face, but it is the face
that contains the central pixel of the image which is
considered the defining face for the image. Faces other
than the target face should be ignored as “background”.

• The name of the person pictured in the center of the
image is given. Each person is given a unique name
(“GeorgeW Bush” is the current U.S. president while
“GeorgeHW Bush” is the previous U.S. president), so
no name should correspond to more than one person, and
each individual should appear under no more than one
name (unless there are unknown errors in the database).

• The database contains images of 5749 different individu-
als. Of these, 1680 people have two or more images in the
database. The remaining 4069 people have just a single
image in the database.

• The images are available as 250 by 250 pixel JPEG
images. Most images are in color, although a few are
grayscale only.

• All of the images are the result of detections by the
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Fig. 1. Matched pairs. These are the first six matching pairs in the database
under View 1, as specified in the filepairsDevTrain.txt. These pairs show
a number of properties of the database. A person may appear in more than
one training pair (first two rows). An image may have been cropped to center
the face (3rd row, right image) according to the Viola-Jones detector, but the
image has been padded with zeros to make it the same size as other images.

Viola-Jones face detector [35], but have been rescaled
and cropped to a fixed size (see Section VI for details).
After running the Viola-Jones detector on a large database
of images, false positive face detections were manually
eliminated, along with images for whom the name of the
individual could not be identified.

• We define two “Views” of the database, one for algorithm
development, and one for performance reporting. By us-

ing View 1 for algorithm development, the experimenter
may avoid inappropriately fitting a classifier to the final
test data. See Section III for details.

Additional details are given in the remainder of the report,
which is organized as follows. In Section II, we discuss other
databases, and the origins of Labeled Faces in the Wild. In
Section III, we describe the structure of the database and its
intended use for the unconstrained pair matching problem. We
focus particular attention on the proper use of the two database
Views, which is critical for accurate measurement of classifier
generalization. In Section IV, we discuss two paradigms for
using training data, the image-restricted paradigm, and the
unrestricted paradigm. Experimenterss should be careful to
report which method is used when results are published. In
Section V, we discuss the role of LFW in the Detection-
Alignment-Recognition pipeline. In Section VI, we describe
the construction of the database and details about resolution,
cropping, removal of duplicate images, and other properties.

II. RELATED DATABASES

There are a large number of face databases available to
researchers in face recognition. A non-exhaustive list can
be found in Figure 3. These databases range in size, scope
and purpose. The photographs in many of these databases
were acquired by small teams of researchers specifically for
the purpose of studying face recognition. Acquisition of a
face database over a short time and in a particular location
has significant advantages for certain types of research. Such
an acquisition gives the experimenter direct control over the
parameters of variability in the database.

On the other hand, in order to study more general face
recognition problems, in which faces are drawn from a very
broad distribution, one may wish to train and test face recog-
nition algorithms on highly diverse sets of faces. While it
is possible to manipulate a large number of variables in
the laboratory in an attempt to make such a database, there
are two drawbacks to this approach. The first is that it is
extremely labor intensive. The second is that it is difficult
to gauge exactly which distributions of various parameters
one should use in order to make the most useful database.
What percentage of subjects should wear sunglasses? What
percentage should have beards? How many should be smiling?
How many backgrounds should contain cars, boats, grass,
deserts, or basketball courts?

One possible solution to this problem is simply to measure a
“natural” distribution of faces. Of course, no single canonical
distribution of faces can capture a natural distribution offaces
that is valid across all possible application domains. Our
database uses a set of images that was originally gathered from
news articles on the web. This set clearly has its own biases.
For example, there are not many images which occur under
extreme lighting conditions, or very low lighting conditions.
Also, because we use the Viola-Jones detector as a filter for the
database, there are a limited number of side views of faces, and
few views from above or below. But the range and diversity
of pictures present is very large. We believe such a database
will be an important tool in studying the unconstrained pair
matching problem.
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Fig. 2. Mismatched pairs. These are the first sixmismatchedpairs in the
database under View 1, as specified in the filepairsDevTrain.txt.

While some other databases (such as the Caltech 10000
Web Faces [1]) also present highly diverse image sets, these
databases are not designed for face recognition, but ratherfor
face detection. We now discuss the origin for Labeled Faces
in the Wild and a number of related databases.

Faces in the Wild. The impetus for the Labeled Faces in
the Wild database grew out of work at Berkeley by Tamara
Berg, David Forsyth, and the computer vision group at UC
Berkeley [3], [4]. In this work, it was shown that a large,
partially labeled, database of face images could be built by
using imperfect data gathered from the web. In particular, the

Berg database of faces was built by jointly analyzing pictures
and their associated captions to cluster images by identity. The
resulting data set, which achieved a labelling accuracy of 77%
[3], was informally referred to as the “Faces in the Wild” data
set.

Shortly after the publication of the original paper describing
Faces in the Wild, a variety of authors started to inquire
about using such a distribution of face images in their work
[14], [15], [25], [28]. Because the database, which was not
originally intended to act as training and testing data for new
experiments, contained a high percentage of label errors and
a high percentage of duplicated images, various researchers
derived ad hoc subsets of the database for new research
projects. It seemed that there was sufficient demand for such
a data set that it was worth doing the job thoroughly and
publishing a new database.

Before addressing the details of LFW, we discuss some of
the databases most closely related to it. While these databases
share some features with LFW, we believe that LFW represents
an important contribution to existing databases, especially for
studying the problem of unconstrained face recognition.

The Face Recognition Grand Challenge Databases[29].
The Face Recognition Grand Challenge (FRGC) was not
just a set of databases, but a carefully planned scientific
program designed to promote rigorous scientific analysis of
face recognition, fair comparison of face recognition tech-
nologies, and advances in face recognition research [29]. It
represents the most comprehensive and scientifically rigorous
study of face recognition to date. We applaud the organizers
and implementers of the FRGC, and believe that the FRGC,
along with earlier vendor tests, have been important motivators
and reality checks for the face recognition community. The
FRGC was successful in stimulating researchers (in both the
private sector and academia) to achieve certain milestonesin
face recognition.

The goals of our research, and hence of our database, are
somewhat different from the goals of the FRGC. One of the
key differences is that the organizers of the FRGC wished to
study the effect of new, richer data types on the face recogni-
tion problem. The databases for the FRGC thus include high
resolution data, three-dimensional scans, and image sequences
of each individual. (The databases contain more than 50,000
total recordings, including 3D scans and images.) Each of
these data types is potentially more informative than the simple
and moderate resolution images of our database. While one of
the major goals of the FRGC was to study how higher fidelity
data can help make face recognition more accurate, the goal of
Labeled Faces in the Wild is to help study the problem of face
recognition usingpreviously existing images, that is, images
that were not taken for the special purpose of face recognition
by machine. Thus, from the beginning we decided to build
our database from previously existing photographs that were
taken for other purposes.

Another important difference between the data sets associ-
ated with the FRGC and our data set is the general variety
of images. For example, while there are large numbers of
images with uncontrolled lighting in the FRGC data sets, these
images contain a great deal less natural variation than the
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Database # of people Total images Highlights References
AR Face Database, Purdue
University, USA

126 4000 frontal pose, expression, illumination, occlusions,
eye glasses, scarves

[22]

AT&T Database (formerly
ORL Database)

40 400 variation of time, lighting, facial expression, eye
glasses

[30]

BioID Face Database 23 1521 real world conditions, gray scale, background,
lighting, expression, eye positions given

[17]

Caltech Faces 27 450 lighting, expression, background
Caltech 10000 Web Faces ≈ 10000 10000 wide variability, facial features annotated [1]
CAS-PEAL Face Database 1040 99,594 very large, expression, accessories, lighting, si-

multaneous capture of multiple poses, Chinese
[10]

Cohn-Kanade AU-Coded
Facial Expression Database

100 500 sequences dynamic sequences of facial expressions [6]

EQUINOX HID Face
Database

? ? non-visible light modalities

Face Video Database of the
Max Planck Institute for Bi-
ological Cybernetics

? 246 video
sequences

6 simulataneous viewpoints, carefully synchro-
nized, video data

[18]

Facial Actions and Expres-
sions

24 ≈ 7000 expression, color, grayscale

Face Recognition Grand
Challenge Databases

>466 >50,000 images
and 3D scans

very large, lighting, expression, background, 3D,
sequences

[29]

FERET Database, Color 1199 14126 color images, changes in appearance through
time, controlled pose variation, facial expression

[26]

Georgia Tech Face Database 50 750 expression, illumination, scale, orientation [27]
Indian Face Database 40 > 440 frontal, Indian subjects [16]
Japanese Female Facial Ex-
pression (JAFFE) Database

10 213 rated for emotional content, female, Japanese [20]

MIT-CBCL Face Recogni-
tion Database

10 > 2000 synthetic images from 3D models, illumination,
pose, background

[37]

M2VTS Multimodel Face
Database (Release 1.00)

37 185 large pose changes, speaking subjects, eye
glasses, time change

[31]

M2VTS, Extended, Univ. of
Surrey, UK

295 1180 videos rotating head, speaking subjects, 3D models, high
quality images

[23]

NIST Mugshot ID 1573 3248 front and side views [36]
NLPR Face Database ≈ 22 450 lighting, expression, backgrounds [24]
PIE Database, CMU 68 41368 very large database, pose, illumination, expres-

sion
[33]

Psychological Image Col-
lection at Stirling (PICS)

? ? targeted at psychology experiments [13]

UCD Colour Face Image
Database for Face Detection

≈ 299 299 targeted at detection applications, highly varied,
color

[32]

UMIST Face Database 20 564 pose, gender, race, grayscale [12]
University of Essex, UK 395 7900 racial diversity, eye glasses, beards, college age [34]
University of Oulu Physics-
Based Face Database

125 > 2000 highly varied illumination, eye glasses [21]

VALID Database 106 530 highly variable office conditions [9]
VidTIMIT Database 43 multiple videos

per person
video, audio, reading, head rotation [19]

Yale Face Database 15 165 expressions, eye glasses, lighting [2]
Yale Face Database B 10 5760 pose, illumination [11]

Fig. 3. Face databases. This table shows some of the face databases available at the time of writing. This list is not meant to be exhaustive, nor to describe
the databases in detail, but merely to provide a sampling of thetypes of databases that are available. Where possible, a peer-reviewed paper or technical report
was cited, and otherwise a citation referring to the web pagefor the database is given when available. Much of the information on this page was gathered
with the help of the excellent “Face Recognition Homepage,” maintained by Mislav Grgic and Kresimir Delac (http://www.face-rec.org/).
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LFW images. For example, the FRGC outdoor uncontrolled
lighting images contain two images of each subject, one
smiling and one with a neutral expression. The LFW images,
in contrast contain arbitrary expressions. Variation in clothing,
pose, background, and other variables is much greater in LFW
than in the FRGC databases. One may sum up the differences
as controlled variation (FRGC) versusnatural or random
variation (LFW).

We believe that the FRGC served a very important role in
advancing the state of the art in face recognition, especially
the specific problem of face recognition under the assumption
that certain types of data can be acquired. We believe that our
database fills a complementary need for a large data set of
labeled images in studying the unconstrained face recognition
problem.

The BioID Face Database[17]. Another database which
shares important properties with LFW is the BioID Face
Database. This database consists of 1521 gray level images
with a resolution of 384 by 286 pixels. Each image shows a
frontal view of the face of one out of 23 different test per-
sons. The most important property shared by the BioID Face
Database and Labeled Faces in the Wild is that both databases
strive to capture realistic settings, with significant variability
in pose, lighting, and expression. BioID backgrounds include
what appear to be realistic office or home settings for their
pictures, and these backgrounds vary simultaneously with
subject pose, expression, and other parameters. Since one of
the main goals of LFW is to provide realistic images, this is
a significant similarity.

Despite this important similarity, BioID is quite different
from LFW. Important differences include the following.

• While BioID and LFW both strive to capture a set of
realistic images, the distributions they capture are signif-
icantly different. The distribution of images in BioID is
focussed on a small number of office and home envi-
ronments. For each individual, most pictures are taken in
the same setting, but from a slightly different point of
view. LFW pictures of the same individual, in contrast,
are often taken in completely different settings, and at
different times. For example, the same athlete may be
photographed during a sporting event and at a news
conference.

• According to the database web site, it appears that BioID
is targeted more at the face detection problem. LFW is
targeted at face recognition, or identification.

• BioID has relatively low variability with respect to race,
with the large majority of images being of caucasians.
LFW has a broad distribution of people from different
parts of the world, different races, and different ethnici-
ties.

• BioID has manually marked eye positions in each image.
LFW has no such markings. The only positional infor-
mation given for LFW is that the image is the immediate
output (up to a fixed rescaling and recropping, described
in Section VI) of the Viola-Jones face detector. Thus, the
face is usually (but not always) centered and usually (but
not always) at a similar scale.

• LFW includes color images. BioID does not.

• BioID has a relatively large number of images per person
(66.13), with a relatively small number of people (23).
LFW has a much smaller average number of images
per person (2.30), with a much larger number of people
(5749).

Overall, BioID is an interesting database of face images
which may be useful for a number of purposes such as face
detection in indoor enviroments. We believe that LFW, on the
other hand, will be useful for solving more general and difficult
face recognition problems with large populations in highly
variable environments.

Caltech 10000 Web Faces[1]. The Caltech 10000 Web
Faces database is interesting in that it also provides a very
broad distribution of faces. The distribution of faces included
in the Caltech collection is similar to the distribution of faces
in LFW. In particular, the faces in each database show a broad
mixture of ages, expression, hairstyles, lighting effects, race,
and gender. The backgrounds are highly varied in both data
sets, although the Caltech data set includes significantly more
background area.

However, the Caltech database is again geared more toward
face detection and alignment rather than face recognition.It
provides the position of four facial features, but does not give
the identity of individuals. Thus, it is not particularly suitable
for face recognition experiments.

In summary, there are a great number of face databases
available, and while each has a role in the problems of face
recognition or face detection, we believe LFW fills an impor-
tant gap for the problem of unconstrained face recognition.

III. I NTENDED USES

As mentioned in the introduction, this database is aimed at
studying the problem of pair matching. That is, given a pair
of face images, we wish to decide whether the images are
of the same person. By outputting a probability of match or
mismatch rather than a hard decision, one can easily create a
Receiver Operating Characteristic, or ROC curve, that gives
the minimium cost decisions for given relative error costs
(false match or false mismatch).

Even within what we call the pair matching paradigm, there
are a number of subtly, but importantly different recognition
problems. Some of these differences concern the specific
organization of training and testing subsets of the database.
A critical aspect of our database is that for any given
training-testing split, the people in each subset are mutu-
ally exclusive. In other words, for any pair of images in the
training set, neither of the people pictured in those imagesis
in any of the test set pairs. Similarly, no test image appearsin
a corresponding training set.

Thus, at training time, it is essentially impossible to build a
model for any person in the test set. This differs substantially
from paradigms in which there is a fixed gallery of test subjects
for whom training images are available, and the goal is to find
matches of so-called probe images to members of the gallery.
(Such fixed gallery paradigms are often referred to asface
verification.) In particular, for LFW, since the people in test
images have never been seen before, there is no opportunity
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to build models for such individuals, except to do this at test
time from a single image.

Instead, this paradigm is meant to focus on the generic prob-
lem of differentiatingany two individualsthat have never been
seen before. Thus, a different type of learning is suggested–
learning to discriminate among any pair of faces, rather than
learning to find exemplars of a small (or even large) gallery of
people as in face verification. There are numerous examples
of this kind of face recognition research [7], [15], [25].

A. Pair Matching and Learning from One Example

We shall refer to the specific pair matching problem, in
which neither of the individuals pictured in a test pair has been
seen during training, as theunseen pair matchproblem. This
is closely related to the problem oflearning from one example,
in which a single training image of a person is provided, and
the goal is to determine whether a new image represents the
individual for whom one training image was provided.

In particular, the unseen pair match problem can be viewed
as a specific instance of the problem of learning from one
example. Specifically, given a pair of images and the question
of whether they are the same, one of the images can be consid-
ered to define the “model”, and the other can be considered to
be an instance of the person defined by the model or not. But
there are important differences between the classical problem
of learning from one example, as discussed for example in the
paper of Beymer et al. [5], and the unseen pair match problem
(see for example [7]). The main differences are as follows.

• In learning from one example (per person), training
examples are given at training time. Whereas in the
unseen pair match problem, the single model image is
not available until test time. If processing speed is an
important constraint, then it may be advantageous to have
a training example ahead of time, as in the learning from
one example paradigm.

• Another important difference is that in learning from
one example, at test time, the objective is usually to
determine which, if any, of the models the test image
corresponds to. One would not normally identify the test
image with more than one model, and so a winner-take-
all or maximum likelihood approach for selecting a match
would be reasonable. On the other hand, in the unseen
pair match problem, the objective is to make a binary
decision about whether a given single image matches
another image. If a test set contains multiple pairings
of a single imageB, i.e., a group of pairs of images
of the form (Ai ,B),1 ≤ i ≤ n, there is no mechanism
for deciding that the imageB should match only one of
the imagesAi . In other words, each pairwise decision is
made independently. This rules out the winner-take-all or
maximum likelihood style approaches.

In summary then, LFW is intended for the unseen pair
matching paradigm, which is characterized by the conditions
that

• no images of test subjects are available at training time,
and

• the decisions for all test pairs are made independently.

Conformance to this second condition disallows techniques
such as semi-supervised learning in which examples are used
from across an entire test set. For each test pair, any algorithm
should behave as if these are the only two test images. Put
another way, an algorithm should not use more than a single
pair of test images at a time.

B. Training, Validation, and Testing

Proper use of training, validation, and testing sets is crucial
for the accurate comparison of face recognition algorithms.
In describing the Face Recognition Grand Challenge [29], the
authors note that using sequestered test sets, i.e. test sets not
publicly available to researchers, is the best way to ensure
that algorithm developers do not unfairly fit the parametersof
their algorithms to the test data. Allowing the experimenter to
choose the parameters of an algorithm that work best on a test
set, or equivalently, allowing the experimenter to choose the
bestalgorithm for a given test set, biases upward the estimate
of accuracy such an algorithm would produce on a sequestered
test set. While we fully support this point of view, we have
decided for practical reasons not to use a sequestered test set,
but to include the test data in the public database. We hope
that by providing clear guidelines for the use of this data, that
“fitting to the test data” will be minimized. Also, the size and
difficulty of the data set may mitigate the degree to which
unintended overfitting problems may occur.

We organize our data into two “Views”, or groups of
indices. View 1 is for algorithm development and general
experimentation, prior to formal evaluation. This might also
be called a model selection or validation view. View 2, for
performance reporting, should be used only for the final
evaluation of a method. The goal of this methodology is to
use the final test sets as seldom as possible before reporting.
Ideally, of course, each test set should only be used once. We
now describe the two views in more detail.

View 1: Model selection and algorithm development.
This view of the data consists of two subsets of the database,
one for training (pairsDevTrain.txt), and one for testing
(pairsDevTest.txt). The training set consists of 1100 pairs
of matched images and 1100 pairs of mismatched images. The
test set consists of 500 pairs of matched and 500 pairs of
mismatched images. In order to support the unseen pair match
paradigm, the people who appear in the training and testing
sets are mutually exclusive.

The main purpose of this view of the data is so that
researchers can freely experiment with algorithms and param-
eter settings without worrying about overusing test data. For
example, if one is using support vector machines and trying
to decide upon which kernel to use, it would be appropriate to
test various kernels (linear, polynomial, radial basis function,
etc.) on View 1 of the database.

To use this view, simply train an algorithm on the training
set and test on the test set. This may be repeated as often as
desired without significantly biasing final results. (See caveats
below.)

View 2: Performance reporting. The second view of the
data should be used sparingly, and only for performance
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reporting. Ideally, it should only be used once, as choosingthe
best performer from multiple algorithms, or multiple parameter
settings, will bias results toward artificially high accuracy.

The second view of the data consists of ten subsets of the
database. Once a model or algorithm has been selected (using
View 1 of the database if desired), the performance of that
algorithm can be measured using View 2. To report accuracy
results on View 2, the experimenter should report the aggregate
performance of a classifier on 10 separate experiments in a
leave-one-out cross validation scheme. In each experiment,
nine of the subsets should be combined to form a training
set, with the tenth subset used for testing. For example, the
first experiment would use subsets(2,3,4,5,6,7,8,9,10) for
training and subset 1 for testing. The fourth experiment would
use subsets(1,2,3,5,6,7,8,9,10) for training and subset 4 for
testing.

It is critical for accuracy performance reporting that the
final parameters of the classifier under each experiment be set
using only the training data for that experiment. In other
words, an algorithm may not, during performance reporting,
set its parameters to maximize the combined accuracy across
all 10 training sets. The reason for this is that training and
testing sets overlap across experiments, and optimizing a
classifier simultaneously using all training sets is essentially
fitting to the test data, since the training set for one experiment
is the testing data for another. In other words, for performance
reporting, each of the 10 experiments (both the training and
testing phases) should be run completely independently of the
others, resulting in 10 separate classifiers (one for each test
set).

While there are many methods for reporting the final per-
formance of a classifier, including ROC curves and Precision-
Recall curves, we ask that each experimenter, at a minimum,
report theestimated mean accuracyand thestandard error
of the mean for View 2 of the database.

In particular, theestimated mean accuracŷµ is given by

µ̂=
∑10

i=1 pi

10
,

wherepi is the percentage of correct classifications on View 2,
using subseti for testing. It is important to note that accuracy
should be computed with parameters and thresholds chosen
independently of the test data, ruling out, for instance, simply
choosing the point on a Precision-Recall curve giving the
highest accuracy.

The standard error of the mean is given as

SE =
σ̂

√
10

,

whereσ̂ is the estimate of the standard deviation, given by

σ̂ =

√

∑10
i=1(pi − µ̂)2

9
.

Because thetraining setsin View 2 overlap, the standard
error may be biased downward somewhat relative to what
would be obtained with fully independent training sets and test
sets. However, because the test sets of View 2 are independent,

we believe this quantity will be valuable in assessing the
significance of the difference among algorithms.2

Discussion of data splits.The multiple-view approach
described above has been used, rather than a traditional
training-validation-testing split of the database, in order to
maximize the amount of data available for training and testing.
Ideally, one would have enough images in a database so that
training, validation, and testing sets could be non-overlapping.
However, in order to maximize the size of our training and
testing sets, we have allowed reuse of the data between View
1 of the database and View 2 of the database. While this
introduces some bias into the results, we believe the bias will
be very small in most cases, and is outweighed by the benefit
of the resulting larger training and test set sizes.

Given our multiple-view organization of the database, it is
possible to “cheat” and produce a classifier which shows arti-
ficially good results on the final test set. In particular, during
the model selection phase, using View 1 of the database, one
could build a classifier which simply stores all of the training
data in a file, and declare that this file is now part of the
classifier. During performance reporting, using View 2 of the
database, examples in each test set could be compared against
the stored examples from View 1, and since many of them are
the same, performance would be artificially high.

While we trust that no researcher would use such a scheme
intentionally, it is possible that similar schemes might be
implemented unintentionally by giving the classifier a large
store of memory in which to memorize features of the View
1 training set, and then to reuse these memorized features
during performance reporting. The reason we believe that this
scenario would not arise accidentally is that such a scheme
would do very poorly on the testing portion of View 1, since
the training and testing for View 1 do not overlap. That is,
there should be no performance benefit during View 1 testing
from memorizing large sets of features or parts of images.
If the classifier is built using View 1 in order to minimize
generalization error, then the memorization scheme described
above would not be expected to work well. In other words, if
experimenters legitimately strive to maximize performance on
the testing data in View 1, and then run experiments on View
2 without modifying the inherent form of their classifiers, we
believe our database organization will successfully measure
the generalization ability of classifiers, which is our goal.

Summary of usage recommendations.In summary, for
proper use of the database, researchers should proceed roughly
according to the following procedure.

1) Algorithm development or model selection.
a) Use View 1 of the database to train and test as

many models, with as many parameter settings, as
desired.

b) Retain modelM∗ which has best performance on
test set.

2) Performance reporting.

2We remind the reader that for two algorithms whose standard errors
overlap, one may conclude that they their difference is not statistically
significant at the 0.05 level. However, onemay not conclude,in general,
that algorithms whose standard errors do not overlap are statistically different
at the 0.05 level.
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a) Use View 2 of the database.
b) For i = 1 to 10

i) Form training set for experimenti by combin-
ing all subsets from View 2 except subseti.

ii) Set parameters of modelM∗ using training set,
producing classifieri.

iii) Use subseti of View 2 as a test set.
iv) Record results of classifieri on test set.

c) Use results from all 10 classifiers to compute the
estimated mean classification accuracy ˆµ and the
standard error of the meanSE as described above.

d) Finally, make sure to report which training method
(image-restricted or unrestricted) was used, as de-
scribed in Section IV.

IV. T RANSITIVITY AND THE IMAGE-RESTRICTED AND

UNRESTRICTEDUSE OFTRAINING DATA

Whenever one works with matched and mismatched data
pairs such as those described inpairsDevTrain.txt, the
issue of creating auxiliary training examples arises by using
the transitivity of equality.

For example, in a training set, if one matched pair consists
of the 10th and 12th images of GeorgeW Bush, and another
pair consists of the 42nd and 50th images of GeorgeW Bush,
then it might seem reasonable to add other image pairs, such
as (10, 42), (10, 50), (12, 42) and (12, 50), to the training data
using an automatic procedure. One could argue that such pairs
are implicitly presentin the original training data, given that
the images have been labeled with the name GeorgeW Bush.
Auxiliary examples could be added to the mismatched pairs
using a similar method.

Rather than disallowing such augmentation on the one hand,
or penalizing researchers who do not wish to add many
thousands of extra pairs of images to their training sets on
the other, we describe two separate methods for using training
data. When reporting results, the experimenter should state
explicitly whether the image-restrictedor the unrestricted
training method was used to generate results. These two
methods of training are described next.

A. Image-Restricted Training

The idea behind the image-restricted paradigm is that the
experimenter shouldnot use the name of a person to infer
the equivalence or non-equivalence of two face images that
are not explicitly given in the training set. Under the image-
restricted training paradigm, the experimenter should discard
the actual names associated with a pair of training images, and
retain only the information about whether a pair of images is
matched or mismatched. Thus, if the pairs (10,12) and (42,50)
of GeorgeW Bush are both given explicitly in a training set,
then under the image-restricted training paradigm, there would
be no simple way of inferring that the 10th and 42nd images
of GeorgeW Bush were the same person, and thus this image
pair should not be added to the training set.

Note that under this paradigm, it is still possible to augment
the training data set by comparingimage similarity, as opposed
to name equivalence. For example, if the 1st and 2nd images

of a person form one matched training pair, while the 2nd and
3rd images of the same person form another matched training
pair, one could infer from theequivalence of imagesin the
two pairs that the 1st and 3rd images came from the same
person, and add this pair to the training set as a matched pair.
Such image-based augmentation is allowed under the image-
restricted training paradigm.

Both Views of the database support the image-restricted
training paradigm. In View 1 of the database, the file
pairsDevTrain.txt is intended to support the image-
restricted use of training data, andpairsDevTest.txt con-
tains test pairs. In View 2 of the database, the filepairs.txt
supports the image-restricted use of training data. Formats of
all such files are given in Section VI-F.

B. Unrestricted Training

The idea behind the unrestricted training paradigm is that
one may form as many pairs of matched and mismatched
pairs as desired from a set of images labeled with individuals’
names. To support this use of the database, we defined subsets
of people, rather than image pairs, that can be used as a basis
for forming arbitrary pairs of matched and mismatched images.

In View 1 of the database, the filespeopleDevTrain.txt
and peopleDevTest.txt can be used to create arbitrary
pairs of training and testing images. For example, to cre-
ate mismatched training pairs, choose any two people from
peopleDevTrain.txt, choose one image of each person, and
add the pair to the data set. Pairs shouldnot be constructed
using mixtures of images from training and testing sets.

In View 2 of the database, the filepeople.txt supports
the unrestricted training paradigm. Training pairs shouldbe
formed only using pairs of images from the same subsets.
Thus, to form a training pair of mismatched images, choose
two people from the same subset of people, choose an image
of each person, and add the pair to the training set.Note
that in View 2 of the database, which is intended only for
performance reporting, the test data is fully specified by the
file pairs.txt, and should not be constructed using the
unrestricted paradigm.The unrestricted paradigm is only for
use in creatingtraining data.

Due to the added complexity of using the unre-
stricted paradigm, we suggest that users start with the
image-restricted paradigm by using the pairs described in
pairsDevTrain.txt, pairsDevTest.txt, and, for perfor-
mance reporting,pairs.txt. Later, if the experimenters be-
lieves that that their algorithm may benefit significantly from
larger amounts of training data, they may wish to consider
using the unrestricted paradigm. In either case, it should be
made clear in any publications which training paradigm was
used to train classifiers for a given test result.

V. THE DETECTION-ALIGNMENT-RECOGNITION PIPELINE

Many real world applications wish to automatically detect,
align, and recognize faces in a larger still image, or in a video
of a larger scene. Thus, face recognition is often naturallyde-
scribed as part of a Detection-Alignment-Recognition (DAR)
pipeline, as illustrated in Figure 4.
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Fig. 4. The Detection-Alignment-Recognition (DAR) pipeline. The images
of the Labeled Faces in the Wild database represent the output of the Viola-
Jones detector. By working with such a database, the developer of alignment
and recognition algorithms know that their methods will fit easily into the
DAR pipeline.

To complete this pipeline, we need automatic algorithms
for each stage of the pipeline. In addition, each stage of the
pipeline must either accept images from, or prepare images
for, the next stage of the pipeline. To facilitate this process,
we have purposefully designed our database to represent the
output of the detection process.

In particular, every face image in our database is the
output of the Viola-Jones face detection algorithm [35]. The
motivation for this is as follows. If one can develop a face
alignment algorithm (and subsequent recognition algorithm)
that works directly on LFW, then it is likely to also work well
in an end-to-end system that uses the Viola-Jones detector as
a first step.

This alleviates the need for each researcher to worry about
the process of detection, on the one hand, and to worry
about the possibility that a manually aligned database does
not adequately represent the true variability seen in the world.
In other words, it allows the experimenter to focus on the
problems of alignment and recognition rather than the problem
of detection. The specific details of how the database was
constructed are given in the next section.

VI. CONSTRUCTION ANDCOMPOSITIONDETAILS

The process of building the database can be broken into the
following steps:

1) gathering raw images,
2) running a face detector and manually eliminating false

positives,
3) eliminating duplicate images,
4) labeling (naming) the detected people,
5) cropping and rescaling the detected faces, and
6) forming pairs of training and testing pairs for View 1

and View 2 of the database.

We describe each of these steps in the following subsections.

A. Gathering raw images

As a starting point, we used the raw images from the Faces
in the Wild database collected by Tamara Berg at Berkeley.
Details of this set of images can be found in the following
publication [4].

B. Detecting faces

A version of the Viola-Jones face detector [35] was run
on each image. Specifically, we used the code in OpenCV,
version 1.0.0, release 1. Faces were detected using the func-
tion cvHaarDetectObjects, using the provided Haar classi-
fier cascadehaarcascade frontalface default.xml, with
scalefactor set to 1.2, minneighbors set to 2, and the flag set
to CV HAAR DO CANNY PRUNING.

For each positive detection (if any), the following procedure
was performed:

1) If the highlighted region was determined by the operator
to be a non-face, it was omitted from the database.

2) If the name of the person of a detected face from the
previous step could not be identified, either from general
knowledge or by inferring the name from the associated
caption, then the face was omitted from the database.

3) If the same picture of the same face was already in-
cluded in the database, the face was omitted from the
database. More details are given below about eliminating
duplicates from the database.

4) Finally, if all of these criteria were met, the face was
recropped and rescaled (as described below) and saved
as a separate JPEG file.

C. Eliminating duplicate face photos

A good deal of effort was expended in removing duplicates
from the database. While we considered including duplicates,
since it could be argued that humans may often encounter
the exact same picture of a face in advertisements or in other
venues, ultimately it was decided that they would prove to bea
nuisance during training in which they might cause overfitting
of certain algorithms. In addition, any researcher who chooses
may easily add duplicates for his or her own purposes, but
removing them is somewhat more tedious.

Definition of duplicate images. Before removing dupli-
cates, it is necessary to define exactly what they are. While
the simplest definition, that two pictures are duplicates ifand
only if the images are numerically equivalent at each pixel,is
somewhat appealing, it fails to capture large numbers of im-
ages that are indistinguishable to the human eye. We found that
the unfiltered database contained large numbers of images that
had been subtly recropped, rescaled, renormalized, or variably
compressed, producing pairs of images which were visually
nearly equivalent, but differed significantly numerically.

We chose to define duplicates as images which were judged
to have a common original source photograph, irrespective of
the processing they had undergone. While we attempted to
remove all duplicates as defined above from the database, there
may exist some remaining duplicates that were not found. We
believe the number of these is small enough so that they will
not significantly impact research.

In addition, there remain a number of pairs of pictures which
are extremely similar, but clearly distinct. For example, there
appeared to be pictures of celebrities taken nearly simultane-
ously by different photographers from only slightly different
angles. Whenever there was evidence that a photograph was
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distinct from another, and not merely a processed version of
another, it was maintained as an example in the database.

D. Labeling the faces

Each person in the database was named using a manual
procedure that used the caption associated with a photograph
as an aid in naming the person. It is possible that certain people
have been given incorrect names, especially if the original
news caption was incorrect.

Significant efforts were made to combine all photographs
of a single person into the same group under a single name.
This was at times challenging, since some people showed
up in the original captions under multiple names, such as
“Bob McNamara” and “Robert McNamara”. When there were
multiple possibilities for a person’s name, we strove to usethe
most commonly seen name for that person. For Chinese and
some other Asian names, we maintained the common Chinese
ordering (family name followed by given name), as in “Hu
Jintao”. Note that there are some people in the database with
just a single name, such as “Abdullah” or “Madonna”.

E. Cropping and rescaling

For each labeled face, the final image to place in the
database was created using the following procedure. The
region returned by the face detector for the given face was
expanded by 2.2 in each dimension. If this expanded region
would fall outside the original image area, then a new image
of size equal to the desired expanded region was created,
containing the corresponding portion of the original image
but padded with black pixels to fill in the area outside the
original image. The expanded region was then resized to 250
by 250 pixels using the functioncvResize, in conjuction with
cvSetImageROI as necessary. The images were then saved in
the JPEG 2.0 format.

F. Forming training and testing sets

Forming sets and pairs for View 1 and View 2 was done
using the following process. First, each specific person in the
database was randomly assigned to a set. In the case of View
1, each person had a 0.7 probability of being placed into the
training set, and in the case of View 2, each person had a
uniform probability of being placed into each set.

The people in each set are given inpeopleDevTrain.txt
and peopleDevTest.txt for View 1 and people.txt
for View 2. The first line of peopleDevTrain.txt and
peopleDevTest.txt gives the total number of people in the
set, and each subsequent line contains the name of a person
followed by the number of images of that person in the
database.people.txt is formatted similarly, except that the
first line gives the number of sets. The next line gives the
number of people in the first set, followed by the names and
number of images of people in the first set, then the number
of people in the second set, and so on for all ten sets.

Matched pairs were formed as follows. First, from the set
of people with at least two images, a person was chosen
uniformly at random (people with more images were given

the same probability of being chosen as people with fewer
images). Next, two images were drawn uniformly at random
from among the images of the given person. If the two images
were identical or if the pair of images of the specific person
was already chosen previously as a matched pair, then the
whole process was repeated. Otherwise the pair was added to
the set of matched pairs.

Mismatched pairs were formed as follows. First, from the
set ofpeoplein the set, two people were chosen uniformly at
random (if the same person was chosen twice then the process
was repeated). One image was then chosen uniformly at ran-
dom from the set of images for each person. If this particular
image pair was already chosen previously as a mismatched
pair, then the whole process was repeated. Otherwise the pair
was added to the set of mismatched pairs.

The pairs for each set are given inpairsDevTrain.txt and
pairsDevTest.txt for View 1 andpairs.txt for View 2.
The first line ofpairsDevTrain.txt andpairsDevTest.txt
gives the total numberN of matched pairs (equal to the total
number of mismatched pairs) in the set. The nextN lines give
the matched pairs in the format

name n1 n2

which means the matched pair consists of then1 and n2
images for the person with the given name. For instance,

George_W_Bush 10 24

would mean that the pair consists of images
George W Bush 0010.jpg andGeorge W Bush 0024.jpg.

The following N lines give the mismatched pairs in the
format

name1 n1 name2 n2

which means the mismatched pair consists of then1 image of
personname1 and then2 image of personname2. For instance,

George_W_Bush 12 John_Kerry 8

would mean that the pair consists of images
George W Bush 0012.jpg andJohn Kery 0008.jpg.

The file pairs.txt is formatted similarly, except that the
first line gives the number of sets followed by the number of
matched pairsN (equal to the number of mismatched pairs).
The next 2N lines give the matched pairs and mismatched pairs
for set 1 in the same format as above. This is then repeated
nine more times to give the pairs for the other nine sets.

VII. SUMMARY

We have introduced a new database, Labeled Faces in the
Wild, whose primary goals are to

1) provide a large database of real world face images for
the unseen pair matching problem of face recognition,

2) fit neatly into the detection-alignment-recognition
pipeline, and

3) allow careful and easy comparison of face recognition
algorithms.

We hope this will provide another stimulus to the vibrant
research area of face recognition.
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